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Trademarks

“Starwind”, “StarWind Software” and the StarWind and the StarWind Software logos are
registered trademarks of StarWind Software. “StarWind LSFS" is a trademark of StarWind
Software which may be registered in some jurisdictions. All other trademarks are owned by
their respective owners.

Changes

The material in this document is for information only and is subject to change without notice.
While reasonable efforts have been made in the preparation of this document to assure its
accuracy, StarWind Software assumes no liability resulting from errors or omissions in this
document, or from the use of the information contained herein. StarWind Software reserves
the right to make changes in the product design without reservation and without notification to
its users.

Technical Support and Services

If you have questions about installing or using this software, check this and other documents
first - you will find answers to most of your questions on the Technical Papers webpage or in
StarWind Forum. If you need further assistance, please contact us.

About StarWind

StarWind is a pioneer in virtualization and a company that participated in the development of
this technology from its earliest days. Now the company is among the leading vendors of
software and hardware hyper-converged solutions. The company's core product is the years-
proven StarWind Virtual SAN, which allows SMB and ROBO to benefit from cost-efficient
hyperconverged IT infrastructure. Having earned a reputation of reliability, StarWind created a
hardware product line and is actively tapping into hyperconverged and storage appliances
market. In 2016, Gartner named StarWind “Cool Vendor for Compute Platforms” following the
success and popularity of StarWind HyperConverged Appliance. StarWind partners with world-
known companies: Microsoft, VMware, Veeam, Intel, Dell, Mellanox, Citrix, Western Digital, etc.

Copyright ©2009-2018 StarWind Software Inc.

No part of this publication may be reproduced, stored in a retrieval system, or
transmitted in any form or by any means, electronic, mechanical, photocopying,
recording or otherwise, without the prior written consent of StarWind Software.
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Introduction

Traditionally, VMware vSphere requires a shared storage to ensure data safety, allow virtual
machine migration, enable continuous application availability, and eliminate any single point of
failure within an IT environment. VMware vSphere users need to choose between two options
when selecting the shared storage:

Hyperconverged solutions, which allow sharing the same hardware resources for the
application (i.e., hypervisor, database) and the shared storage, thus decreasing the TCO
and achieving the outstanding performance results.

Compute and Storage separated solutions, which keep the compute and storage layers
separate from each other, thus making the maintenance easier, increasing the hardware
utilization efficiency, and allowing building the system for the specific purpose

This guide is intended for experienced VMware and Windows system administrators and IT
professionals who need to configure StarWind Virtual SAN® hyperconverged solution for
vSphere deployments. It provides step-by-step guidance on configuring a 2-node vSphere
cluster using StarWind Virtual SAN® to convert the local storage of the ESXi hosts into a fault-
tolerant shared storage resource for ESXi.

A full set of the up-to-date technical documentation can always be found here, or by pressing the
Help button in the StarWind Management Console.

For any technical inquiries, please, visit our online community, Frequently Asked Questions page,
or use the support form to contact our technical support department.
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Pre-Configuring Servers

The diagram below illustrates the network and storage configuration of the solution described in
this guide.
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Preparing Hypervisor for StarWind Deployment

Configuring Networks

Configure network interfaces on each node to make sure that Synchronization and
iISCSI/StarWind heartbeat interfaces are in different subnets and connected physically according
to the network diagram above. In this document, 172.16.10.x subnet is used for iSCSI/StarWind
heartbeat traffic, while 172.16.20.x one is used for the Synchronization traffic. All actions below
should be applied to each ESXi server.

1. Create a vSwitch to use for Management traffic if it is not presented.

! Hardware View: |vSphere Standard Switch vSphere Distributed Switch
Processors Networking
Memary
Storage e o .

q = il Move... T rOes. ..
v Nebworki Standard Switch: vSwitchl ope
p Wirbual Maching Port Group e — PHygica] Adapiers

Storage Adopters £ VM Network Q. ol vmnico 1000 Full
Mebwork Adapters
Advanced Settings . J
Pwer Management 3 Management Netwark &

MSoftwrare vk : 192.168.1.

Licensed Features —

2. Create a vSwitch for the iSCSI/ StarWind Heartbeat channel.
Hardware View: |1.r5p here Standard Switch wSphere Distributed Ew'ltcl'i|
Processors Networking
Memory
Storage Standard Switch: vSwitchl Remove... Properties...
+ Metworking Wirbual Machine Port Group Phiysical Adaptars
Storage Adapters L3 ISCSI for_WMs g BB vmnicl 1000 Full |G3
Metwork Adapters
Advanced Settings WMkemel Port
Power Management L ISCSI_VMEKernel Q_

vmkl : 172,16.10.1

| Software |

NOTE: A Virtual Machine Port Group should be created for iSCSI/ StarWind Heartbeat and
Synchronization vSwitches, while a VMKernel port should be created only for iSCSI traffic. Static
IP address should be assigned to VMKernel ports.
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3. Create a vSwitch for the Synchronization channel.

Hardware View: |v5phere Standard Switch vSphere Distributed EM'itchl
Processors Networking
Memary

=ner Standard Switch: vSwitch2 REITIUVE. L FTOPET UES.
Storage
. Wirtual Machine Port Group Phiysical Adapters

» Networking B Sync_for_vMs Q. BB vmnic2 1000 Ful 3
Storage Adapters
Metwork Adapters
Ardvanred Settinns

NOTE: It is recommended to set jumbo frames to 9000 on vSwitches and VMKernel ports for
iSCSI and Synchronization traffic. Additionally, vMotion can be enabled on VMKernel ports.

4. Repeat the steps above for any other links intended for Synchronization and
iISCSI/Heartbeat traffic on both ESXi nodes.
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Preparing StarWind VMs

5. Create Virtual Machines (VMs) on each Windows Server 2016/2012R2 ESXi host () and
install Starwind VSAN.

StarWind VMs on ESXi hosts should be configured with the following settings:

RAM: at least 4 GB (plus the size of the RAM cache if it is going to be used);
CPUs: at least 4 virtual processors with 2 GHz reserved;

Hard disk 1: 100 GB for OS (recommended);

Hard disk 2: Depends on the storage volume intended for the shared storage.
NOTE: Each hard disk should be Thick Provisioned Eager Zeroed.

Network adapter 1: Management

Network adapter 2: iSCSI

Network adapter 3: Sync

NOTE: All network adapters should be VMXNETS3.

NOTE: Active Directory Domain Services role can be added on StarWind Virtual Machine (VM) if
necessary so that it could serve as a domain controller.

NOTE: When using Star Wind with synchronous replication feature inside of a Virtual Machine, it
is recommended not to make backups and snapshots of the Virtual Machine with Star Wind
Service which could pause the Star Wind Virtual Machine.

Pausing the Virtual Machines while Star Wind service under load may lead to split-brain issues in
devices with synchronous replication and data corruption.
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Configuring StarWind VMs startup/shutdown

6. Set up the VMs startup policy on both ESXi hosts in Configuration -> Virtual Machine
Startup and Shutdown -> Properties menu. In the window that pops up, check Allow
virtual machines to start and stop automatically with the system to enable the
option, choose the stop-action as Guest Shutdown, and move up the StarWind VMs.
Click Ok to proceed.

System Settings
¥ Allow virtual machines to start and stop automatically with the system
Default Startup Delay Default Shutdown Delay
For each virtual machine, delay startup for: For each virtual machine, delay shutdown for:
|1zn seconds |120 seconds
™ Continue immediately if the YMware Tools start Shutdown Action: Guest Shutdown LI
Startup Order
Power on the spedified virtual machines when the system starts. During shutdown, they will be stopped in the oppesite arder.
Order | Virtual Machine | Startup | Startup Delay | Shutdownl Shutdown Delay| ~
Automatic Startup
1 S Enabled 120 seconds Shut do.. 120seconds |
Any Order Mowve Down |
Manual Startup = I
System Settings
¥ Allow virtual machines to start and stop automatically with the system
Default Startup Delay Default Shutdown Delay
For each virtual machine, delay startup for: For each virtual machine, delay shutdown for:
|17_0 seconds |17_0 seconds
[ Continue immediately if the YMware Tools start Shutdown Action: Guest Shutdown LI
Startup Order
Power on the spedfied virtual machines when the system starts. During shutdown, they wil be stopped in the opposite order.
QOrder | Wirtual Machine | Startup | Startup Delay | 5hutdown| Shutdown Delay| -
Automatic Startup
1 @ SW2 Enabled 120 seconds Shut do... 120seconds |
Any Order Move Down I
Manual Startup — |
7. Start both StarWind virtual machines, install OS and StarWind Virtual SAN.
9
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Downloading, Installing and Registering the Software

8. Download the StarWind setup executable file from the official website by following the
link:
https://www.starwind.com/registration-starwind-virtual-san

9. Launch the downloaded setup file on the server where StarWind Virtual SAN or one of
its components is to be installed. The setup wizard appears.

10.  Read and accept the License Agreement.

| @ Setup - StarWind Virtual SAN —

License Agreement
Please read the following important information before continuing.

Please read the following License Agreement. You must accept the terms of this
agreement before continuing with the installation.

STARWINDE S0FTWARE LICENSE AGREEMENT A

This Software License Agreement (the “Adgreement™) is a legal agreement
between the Star'Wind Virtual SAN End User, (the “Licensee™) and
Starsind Software, Inc, a Commonweslth of MMassachusetts, USA
corporation {“Starwind™), that is entered into as of the date of
acceptance hereof by Starwind (the “Effective Date™). Starwind will

notify Licensee about Effective Date by electronic mail after acceptance of
this Agreement.

(@)1 accept the agreement
()1 do not accept the agreement

Click Next to continue.

TECHNICAL PAPER 10


https://www.starwind.com/registration-starwind-virtual-san

StarWind Virtual SAN®

Hyperconverged 2-Node Scenario with VMware vSphere 6.0

11.  Read the information about the new features and improvements carefully. Red text
indicates warnings for users who are updating their existing software installations.

| @ Setup - StarWind Virtual SAN —

Information
Please read the following important information before continuing.

When you are ready to continue with Setup, dick Mext.

StarWind Virtual SAN V& A

New Features and Improvements

Hew Log-structured File System container

It implements thin-provisioning, snapshots, optional deduplication.
Synchronous and asynchronous replication can be configured for a
L3SF3 device.

L3F3 device is flash-friendly. It eliminates multiple rewrites of same W

Click Next to continue.
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12. Select the following components for the minimum setup:

: StarWind Virtual SAN Service
StarWind VSAN service is the “core” of the software. It allows creating iSCSI targets and
sharing virtual and physical devices. The service can be managed via StarWind
Management Console on any Windows computer or VSA connected to the network.
Alternatively, the service can be managed from StarWind Web Console which is deployed
separately.

: StarWind Management Console
StarWind Management Console is the Graphic User Interface (GUI) part of the software
that controls and monitors all storage-related operations (e.g., allows users to create
targets and devices on StarWind Virtual SAN servers connected to the network).

& Setup - StarWind Virtual SAN —

Select Components
Which compaonents should be installed?

Select the components you want to install; dear the components you do not want to
install. Click Mext when you are ready to continue.

StarWind Virtual SAN Server w

(W] Service 36,5MB A
Loopback Accelerator Driver
.. [] Cloud Replicator for VTL 25,5 ME

] sPTD Driver (alternative driver for exporting physical devices)

StarWind Management Console 34,0 MB |

] configure user account for Web-access to Management Console 0,1 MB

Integration Component Library 7.3MB |
.. [] Powershell Management Library 2,6 MB

[15MI-5 Agent 61.7MB ¥

Current selection requires at least 77,5 MB of disk space.
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13.  Specify Start Menu Folder.

@ Setup - StarWind Virtual SAN —

Select Start Menu Folder
Where should Setup place the program's shortouts?

W
Setup wil create the program's shortcuts in the following Start Menu folder.
[ _=er]

To continue, dick Mext. If you would like to select a different folder, dick Browse.

|513r'|.ﬂ.|'ir1d Software\Starwind Brawse. ..

Click Next to continue.

14.  Tick the checkbox if a desktop icon is needed.

[ @ Setup - StarWind Virtual SAN -

Select Additional Tasks
Which additional tasks should be performed?

select the additional tasks you would like Setup to perform while installing StarWind
Virtual SAN, then dick Next.

Additional icons:

Create a desktop icon
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15.  The prompt that appears allows requesting a time-limited fully functional evaluation key
or a FREE version key. Alternatively, use the already purchased StarWind Virtual SAN
commercial license key. Select the corresponding option.

'e Setup - StarWind Virtual SAN —

License key
Get your license key

Now when you have installed StarWind Virtual SAN you need to apply either evaluation
key or FREE version key or commercial license key you've got with your purchase. If
you don't have any key it's time to request one now!

(® Request time-imited fully functional evaluation key
() Request FREE version key
(O Thank you, I do have a key already

| <Back | nMNext> || cancel

16. Click Browse to choose the license file.

[ @ Setup - StarWind Virtual SAN —

select your license key
Wherz is licensz key loczted?

Select where license keyis located, then did: Mext,
Locaton of StarWind license file:

|| | | Browse...

< Back ” Mext = || Cancel
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17. Verify the licensing information.

| @ Setup - StarWind Virtual SAN —

Apply your license key

Here iz listed information about license key file that you provided. Press Mext™
to apply this license key.

Product: StarWind Virtual SAN
Name: QA

Organization: Starwind
Mumber of servers: 2

| < Back ” Mext = || Cancel

Click Next to apply the license key.

18.  Verify the installation settings. Click Back to make any changes or Install to continue.

@ Sctup - StarWind Virtual SAN —

Ready to Install
Setup is now ready to begin installing StarVWind Virtual SAN on your computer.,

Click Install to continue with the installation, or dick Badk if you want to review or
change any settings.

Setup type: Ly
StarWind Virtual SAM Server

Selected components:
Service
Loopback Accelerator Driver
StarWind Management Console
Integration Component Library
PowerShell Management Library

Start Menu folder:
StarWind Software\StarWind

< Back Install Cancel
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19.  Click Finish to complete the installation process. Optionally, StarWind Management
Console can be launched by ticking the corresponding checkbox.

Complcting the StarWind Virtual
SAN Setup Wizard

Setup has finisked instzlling StarWind Virtual SAM on your
computer. The application may 2e laundced by selecting the
installed shortcuts,

Click Firish to exit Setup.

Launch StarWWind Managemrent Corsale

20.  Repeat the steps above on the second virtual machine.
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Configuring Automatic storage rescan

For each ESXi host, configure the automatic storage rescan.

Log in to StarWind VM and install vSphere PowerCLI on each StarWind virtual machine by adding
the PowerShell module (Internet connectivity is required). To do so, run the following PowerShell
command:

Install-Module -Name VMware.PowerCL| -AllowClobber

NOTE: In case of using Windows Server 2012 R2, online PowerCLI installation requires Windows
Management Framework 5.1 or later installed on VMs. Windows Management Framework 5.1
can be downloaded by following the link:

https://go.microsoft.com/fwlink/?linkid=839516

21.  Open PowerShell and change the Execution Policy to Unrestricted by running the
following command:

Set-ExecutionPolicy Unrestricted

EN Administrator: Windows PowerShell — O X

) 2016 Microsoft Corporation. All rights reserved.
dministrator> Set-ExecutionPolicy Unrestricted

Execution Poli

The execution pol [ protect you from scripts that you do not trust. Changing the execution policy might expose
hvou to the a1 des d E cecution_Policies hel pic at

http i in 170. ant to change the execution pol

[¥] © . L 0 I pend [?] Help (default is "N")
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22.  Create PowerShell script which will perform an HBA rescan on the hypervisor host.

& Administrator: Windows PowerShell ISE
File Edit View Tools Debug Add-ons Help
DEeE4§§sO0» 96 pEE | 8Foo|oo.

\ rescan_scriptps1* X \
1 Import-Modu 1 \Mware. PowerCLT
2 Scounter
3 @if (8 <1ur\te 0{
Set-PowerCLIConfiguration -InvalidCertificateAction ignore -Confirm:3false Out-Null

1
6 Es\wu t IP addr‘sss

H SEBPaceard  Bassor d"

5 Conmect VIServer SEoxinbat -User SESKiUser -Password SESXiPassword | Out-Null

10 Get-WHostStorage SESXiHost Rescan nallHba | Out-Null

-WHost SESXitost -LunType disk | Where-Object Vendor -EQ "STARWIND" | Where-Obj nsoleDeviceName -NE " " | Set-Scsilun -MultipathPolicy RoundRobin | Out-Null
w‘dcr\ Get-scsiLun VMHost $ESXiHost -LunType dwsk Where-Object Vendor -EQ " STARWIND where—ubject ConsoleDeviceName -NE " " | Select-Object CanonicalName

i - Get- Esx['h Wizt SESXiHost

h(SCN in $5ta )

sxcTi stcrage nmp psp.roundrobin. deviceconfig. set(0,$null, $CH.CanonicalName, 1, "iops”,0) | Out-Null

Host -Confirm:$false
ScriptRoot\rescan_script.psi”
B

PS5 C:\Users\Administrator>

Import-Module VMware.PowerCLI

$counter = 0

if ($counter 0){

Set-PowerCLIConfiguration -InvalidCertificateAction ignore -Confirm:$false | Out-Null

}

$ESXiHost = "IP address"

$ESXiUser = "Login"

$ESXiPassword = "Password"

Connect-VIServer $ESXiHost -User $ESXiUser -Password $ESXiPassword | Out-Null
Get-VMHostStorage $ESXiHost -RescanAllHba | Out-Null

Get-ScsiLlun -VMHost $ESXiHost -LunType disk | Where-Object Vendor -EQ "STARWIND"
Where-Object ConsoleDeviceName -NE " " | Set-ScsiLun -MultipathPolicy RoundRobin | Out-Null
$StarwindCN = Get-ScsiLun -VMHost $ESXiHost -LunType disk

Where-Object Vendor -EQ "STARWIND" | Where-Object ConsoleDeviceName -NE " "
Select-Object CanonicalName

$esxcli = Get-EsxCli -VMHost $ESXiHost

foreach($CN in $StarwindCN){

$esxcli.storage.nmp psp.roundrobin deviceconfig set(0,$null, $CN .CanonicalName, 1,"iops",0)
Out-Null

}

Disconnect-VIServer $ESXiHost -Confirm:$false

$file = Get-Content "$PSScriptRoot\rescan_script.ps1"

if ($file[1 "“$counter = 1") {

$file[1] = "$counter = 1"

$file > "$PSScriptRoot\rescan_script.ps1"

}

In the corresponding lines, specify the IP address and login credentials of the ESXi host on which
the current StarWind VM is stored and running:

$ESXiHost1 = "“IP address”

$ESXiUser = “Login”

$ESXiPassword = “Password”

Save the script as rescan_script.ps1 to the root of the C:\ drive of the VM.
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23.

24.

25.

Perform the configuration steps above on the partner node.

Go to Control Panel -> Administrative Tools -> Task Scheduler -> Create Basic
Task and follow the wizard steps:

Create Basic Task Wizard x

;‘E Create a Basic Task

Create a Basic Task Use this wizard to quickly schedule a common task. For more advanced options or settings
Trigger such as multiple task actions or triggers, use the Create Task command in the Actions pane.
Action Name: |Rescan EsH|
Finish Description:

< Back Mext > Cancel

Specify the task name, select When a specific event is logged, and click Next.

Create Basic Task Wizard X

_"Q Task Trigger

Create a Basic Task When do you want the task to start?

O oaiy
When an Event |s Logged
Weekl
Action L
Finish O Monthly
() Onetime

() When the computer starts
() When | log on
®) When a specific event is logged

< Back Mext = Cancel
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26.  Select Application in the Log dropdown menu, type StarWindService as the event
source and 788 as the event ID. Click the Next button.

Create Basic Task Wizard >
®| When a Specific Event Is Logged
Create a Basic Task
Trigger Log: Application ~

When an Event |s Logged Source: |StarWindService e |
Action Event ID: |_"'35| |
Finich

< Back Mext > Cancel
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27.

Choose Start a Program as an action the task should perform and click Next.

Create Basic Task Wizard
® | Action

Create a Basic Task

Trigger
When an Event Is Logged

Action

Finish

What action do you want the task to perform?

(®) Starta program
(O Send an e-mail (deprecated)

() Display a message (deprecated)

< Back Mext = Cancel

28.

C\rescan_script.ps1”

Type powershell.exe in the Program/script field. In the Add arguments field, type:
" -ExecutionPolicy Bypass -NoLogo -NonlInteractive -NoProfile -WindowStyle Hidden -File

Create Basic Task Wizard

Q Start a Program

Create a Basic Task

Trigger
When an Event Is Logged

Action

Finish

Start a Program

Program/script:

| powershell.exe]

| Browse...

Add arguments (optional):

Start in (optional):

Click the Next button to continue.

|-Fi|e Chrescan_script.psl |

< Back MNext = Cancel
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29. Click Finish to exit the wizard.

Create Basic Task Wizard
_’G-)l Summary

Create a Basic Task

Trigger Narne: |REscan ESX
When an Event |s Logged Description: |
Action
Start a Program
Trigger: |On an event; On event - Log: Application, Source: StarWindService, Event ID: |
Action: |Start a program; powershell.exe -ExecutionPolicy Bypass -NoLogo -Nonlnteri|

[[] Open the Properties dialog for this task when | click Finish
When you click Finish, the new task will be created and added to your Windows schedule.

< Back Cancel

30.  Configure the task to run with the highest privileges by ticking the corresponding
checkbox in the window. Make sure that the “Run whether user is logged on or not”

option is selected.

(B Rescan ESX Properties (Local Computer) >
General Triggers Actions Conditions Settings History (disabled)
Mame: |Rescan ESX
Location: !
Author: SWTNAdministrator
Description: |
Security options
When running the task, use the following user account:
Administrator Change User or Group...
() Run only when user is logged on
(® Run whether user is logged on or not
[] Do not store password. The task will only have access to local computer resources.
Run with highest privileges
(] Hidden Configure for: | Windows Vista™, Windows Server™ 2008 ~
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317. Switch to the Triggers tab. Verify that the trigger on event 788 is set up correctly.

(D) Rescan ESX Properties (Local Computer) x
General Triggers Actions Conditions Settings History (disabled)
When you create a task, you can specify the conditions that will trigger the task.
Trigger Details Status
On an event On event - Log: Application, Source: StarWindService, Event ID: 788 Enabled
oK Cancel

32. Click New and add other triggers by Event ID 782, 257, 773, and 817.

Mew Trigger

X

Begin the task: |On an event w
Settings

{® Basic Log: Application =

() Custom Source: |StarWindSEr\.rice V|

Event ID: |T3‘j—l |

Advanced settings
[] Delay task for: 15 minutes

[] Repeat task every: 1 hour

Stop all running tasks at end of repetition duration
[] Stop task if it runs longer than: 3 days

L] Activate: 12/27/2017 12:04:42 PM 2 Synchronize across time

[0 Expire:  12/27/2018 120442 PM 3
Enabled

Cancel
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33. All added triggers should look like in the screenshot below.

(B Rescan ESXi Properties (Local Computer) >

General Triggers Actions Conditions Settings  History (disabled)

When you create a task, you can specify the conditions that will trigger the task,

Trigger Details Status

On an event On event - Log: Application, Source: StarWindService, Event ID: 782 Enabled
COn an event On event - Log: Application, Source: StarWindService, Event [D: 782 Enabled
On an event On event - Log: Application, Source: StarWindService, Event ID: 257 Enabled
COn an event COn event - Log: Application, Source: StarWindService, Event ID: 773 Enabled
On an event On event - Log: Application, Source: StarWindService, Event ID: 817 Enabled

QK Cancel

34. Switch to the Actions tab and verify the parameters for the task.

(B Rescan ES¥i Properties (Local Computer) *
General Triggers Actions Conditions Settings History (disabled)
When you create a task, you must specify the action that will cccur when your task starts,
Action Details
Start a program powershell.exe -ExecutionPolicy Bypass -Melege -Nonlnteractive -NoProf]
< >
New... Edit... Delete

Press OK and type the credentials for the user whose rights are used to execute the command
in the prompt.

35, Perform the same steps on the second StarWind VM, specifying the corresponding
settings.
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Provisioning Storage with StarWind VSAN

Creating StarWind HA devices (DS1, DS2)

36. Open StarWind Management Console and click the Add Device (advanced) button.

37.  Select Hard disk device as the type of the created device. Click Next to continue.

38. Select Virtual disk. Click Next to continue.

39.  Specify Virtual Disk Location and Size.

« Add Device Wizard

Virtual Disk Location

(®) Create a Mew Virtual Disk

Marme: | Storagel

Location: My ComputeriDl
()Use an Existing Virtual Disk

Location:

Read-Only Mode

Cancel

Click Next.
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40. Specify Virtual Disk Options and click Next to continue.

<« Add Device Wizard

Virtual Disk Options

(®) Thick-provisioned
(CJLSFS
Deduplication

StarPack Cache Size: 15 ME

Block Size
(®) Use 512 bytes sector size

(") Use 4096 bytes sector size. May be incompatible with some dients

Muma Mode: | Auto w

NOTE: For ESXi, use 512 bytes Block Size

41.  Define the RAM caching policy and specify the cache size (in corresponding units) and
click Next to continue.

<« Add Device Wizard

Specify Device RAM Cache Parameters

Mode
() Write-Back

Writes are performed asynchronously, actual Writes to Disk are delayed, Reads
are cached

() Write-Through
Writes are performed synchronously, Reads are cached

NfA
Reads and Writes are not cached

Set Maximum available Size

Size: 128 ME v

NOTE: The recommended RAM cache size is 1 GB per 1 TB of storage.
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42. Define the flash caching policy and the cache size. Click Next to continue.

? >
<« Add Device Wizard
Specify Flash Cache Parameters
(®) No Flash Cache
(") Use Flash Cache
Mame: Flash-Storage1
Locakion: My Computeri\DYy
Size: 1 GB e
=

NOTE: The recommended flash cache size is 10% of the created device size.

43, Specify the target parameters. Select the Target Name checkbox to enter a custom
target name if required. Otherwise, the name will be generated automatically in
accordance with the specified target alias.

« Add Device Wizard

Target Parameters

Choose a Target Attachment Method

Create new Target ~

Target Alias
| Storagel

|:| Target Mame

ign. 2008-08. com.starwindsoftware:sw-hca-01-storage 1

Allow multiple concurrent ISCSI Connections

Click Next to continue.
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44.  C(lick Create to add a new device and attach it to the target.

45, Click Finish to close the wizard.

46.  Right-click the recently created device and select Replication Manager from the

shortcut menu.

47.  Click Add replica.

% Replication Manager for imagefiled

~ =+
k_/
Refresh Add Replica Remove Replica

Replication Partner

Click to add replication partner

PROPERTIES

Host Name

Target Name

Mode

Pricrity
Synchronization Status

Synchronization Channel
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48.  Select Synchronous two-way replication as a replication mode and click Next to
proceed.

Replication Wizard

Replication Mode

IO Synchronous "Two-Way" Replication
Replication Partner must be connected to Client as Source Device as well, MPIO on Client
must be enabled, needs dedicated high Performance Netwark Connection for
Synchronization

ﬂ Asynchronous "One-Way" Replication

Replica is used to store replicated Data, Data is stored as Snapshots, Client cannot
connect to Replication Partner, mount Snapshot from Replica to get Access to replicated
Data

Witness Node

Witness node doesn't contain user data. In case when Mode Majority policy is set for
Synchronous replication device and there are two storage nodes, Witness Node must be
added to custer to make number of nodes odd number and enable proper functioning of
Mode Majority policy.

Cancel

49, Specify Partner Host Name, IP Address, and Port Number.

<« Replication Wizard

Add Partner Node

Specify Partner Host Mame or IP Address where Replication Node would be created

Host Mame or IP Address | sw2| w

Part Number | 3261 |

Cancel

Click Next.
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50. Choose Create new Partner Device and click Next.

<« Replication Wizard

Partner Device Setup

®  Create new Partner Device
Existing Device Parameters would be used as a Template

() select existing Device
Select existing Device on Partner Server

Numa Mode: | Auto ~

51.  Choose the device Location and specify Target Name if required. Otherwise, the name
will be generated automatically according to the specified target alias.

<« Replication Wizard

Partner Device Setup

Location: = My ComputeriDh

ign. 2008-08, com. starwindsoftware:sw-hca-02-storage 1

[ Modify Target Mame,., {

MNext Cancel
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52. Click Change Network Settings.

? *
&« Replication Wizard
Network Options for Replication
Networks for Synchronization and Heartbeat
Press "Change Metwork Settings...” to configure Interfaces
MNetworks for Heartbeat
Press "Change Metwork Settings...” to configure Interfaces
[ Change Network Settinas
ALUA preferred SW-HCA-01, SW-HCA-02
Change ALUA Settings...
Next Cancel

53.  Specify Interfaces for Synchronization and Heartbeat channels.

Specify Interfaces for Synchronization Channels X

Select synchronization channel

Interfaces Metworks Synchronization and H... Heartbeat

=) Host Name: SW-HCA-01
172.16.10.1 172.16.10.0
172162111 172.16.2.0

172.16.20.1 172.16.20.0

a7
<1«

=) Host Name: SW-HCA-02

172.16.10.2 172.16.10.0 - [v
172162112 172.16.2.0 - [
172.16.20.2 172.16.20.0 v -

[J Allow Free Select Interfaces Cancel

Click OK. Then click Next.
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54. Choose Synchronize from existing Device

&

Replication Wizard

Select Partner Device Initialization Mode

(@  Synchronize from existing Device
All Data from existing Device would be copied to new Device

() Do not Synchronize
Data on HA Modes remains unchanged.

Cancel

55.  C(lick Create Replica.

&«

Replication Wizard

Creation Page

(0 Creating Device Folder...

(0 Creating Storage File on Partner Host...
(][] Creating Storage Header on Partner Host..,
(0 Creating Storage Device on Partner Host..,
(0 Creating Device Header on Partner Host...
[J[] Creating Device Header on current Host...
[J00 Requesting Device Name...

(0 Updating Target Device on current Host...

Create Replica

Cancel

Click Finish to close the wizard.
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56.  The successfully added devices appear in StarWind Management Console.

© Sstariind Managoment Tonstie
FILE HOST TARGET TOOLS OPTIONS HELP

O X A‘é E"" E‘x +

&

c = |
Refresh Connect Dwsconnect Add Server Remove Server Add Device Add Device (sdvanced) Remove Target  Help

4 L—ﬂ Servers
= E SW-SUP-NODE1.STARWIND.LOCAL ( 127.0.0.1 ) : 3261
“ <>‘ Ds1
3 Haimage1
~ m SW-SUP-NODE2 ( 172.16.10.20 ) : 3261
«Gosi

==} HAlmage1

| StarWind Software | Ready

<>_ DS1

Target ION comstarwindsoftwaresw-sup-node2-ds1
Clustering Yes
Group General
B Devices
3 HAImage1 o] HA Active

<<> iSCSI Sessions

Q} ign.2008-08.com.starwindsoftware:sw-sup-node1.starwind.local-ds1
3 ign.2008-08.com starwindsoftware:sw-sup-node.starwind.local-ds1

"
I~ CHAP Permissions =+ Add Permission

57.  Repeat the steps described above to create other virtual disks that will be used as

datastores.
° Starifind Managrrrenat Tanz-le
FILE MOST TARGET TOOLS OPTIONS HELP
v [+ =
C 2 L 5 2

+

=] =)
Refresh Connect Disconnect Add Server Remove Server Add Device Add Device (advanced) Remove Target  Help

4 ff_l Servers
~ m SW-SUP-NODE1.STARWIND.LOCAL ( 127.0.0.1 ) : 3261
+Gost
= HAImage1
= O’ DS2
= HAImage2
= B SW-SUP-NODE2 ( 172.16.10.20 ) : 3261
“«ost
= HAImage1
“Gos2

£ Haimage2

{StarWind Software | Ready

Genesal Confl CHAP P,

Access Rights Server Log Events Performance

B SW-SUP-NODE1.STARWIND.LOCAL ( 127.0.0.1 ) : 3261

A% Disconnect E;' Remove Server &% Add Target 3 Add Device
o Add Device (advanced) <3 Add Control Device % Target Groups Manager O Refresh

Address
Server Name
Port
Authentication Basic
Status Logged-in

License Type Enterprise HA (High Availability) unkmited Edition
Maximum Storage Capacty Unlimated

Servers per License
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Preparing Datastores

Adding Discovery portals

58.  To connect the previously created devices to ESX host, navigate to the Configuration
tab, then click on Storage Adapters and choose (or add) the ISCSI storage adapter. In
the Details section, click the Properties tab.

Storage Adapters Add... Remove Retresh Rescan All...
Device | Type WWN | ~
i5CSI Software Adapter
I:@ vmhba37 iSCSI ign.1998-01.com.vmware:sw-sup-esx1-71607cec |
Patsburg 6 Port SATA AHCI Controller
& vmhbao Block 5C51
& vmhba3z Block 5C51
(& vmhba33 Block SCSI
& vmhbai4 Block 5C51
& vmhba3s Block 5C51
{3 vmhba3g Block SCSI v
Details
vmhba37 Properties. ..
Model: iSCSI Software Adapter
iSCSI Name: ign. 1993-01.com. vmware:sw-sup-esx 1-71607cec
i5CSI Alias:
Connected Targets: 0 Devices: 0 Paths: 0
View: W Paths
Name | Identifier Runtime Name Operational State | LUN Type Drive Type Trans
£ >
v
>

59. In Dynamic Discovery click the Add... button to specify iSCSI interfaces.

General | Metwork Configuration  Dynamic Discovery | Static Discovery |
Send Targets

Discover iSCSI targets dynamically from the following locations {IPv4, IPvS, host name):

iSCSI Server Location ‘
172.16.10.10:3260

Remove | Set'h'ngs.‘.l

Close |
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60. Enter the iSCSI IP address of the first StarWind node from the virtual local network
172.16.10.*

ISCSI Server: |172.16.10. 10]

Port: 3260

Parent:

@ Authentication may need to be configured before a session can
be established with any discovered targets.

CHAP... | Ad'.-'anced...l

0K I Cancel |

Click OK.

61. Add the IP address of the second StarWind node - 172.16.10.*

ISCSI Server: |172.16.10.20]

Port: 3260

Parent:

Authentication may need to be configured before a session can
@ be established with any discovered targets.

CHAP... | Ad'.—'anced...l

oK I Canicel |

Click OK.

62.  Everything should look like the image below.

General I Metwork Configuration  Dynamic Discovery | Static Discovery I

Send Targets
Discover iSCSI targets dynamically from the following locations (IPv4, IPve,

ISCSI Server Location
172.16.10.10:3260
172.16.10.20:3260
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63.  Rescan the storage.

@ Rescan

v Scan for New Storage Devices

Rescan all host bus adapters for new storage devices.
Rescanning all adapters can be slow.

v Scan for New YMFS Volumes

Rescan all known storage devices for new YMFS volumes that
have been added since the last scan. Rescanning known
storage for new file systems is faster than rescanning for new
storage.

(8] 4 Cancel

64.  Now, the previously created StarWind devices are visible.

Storage Adapters Add... Remove Refresh Rescan All... ~
Device | Type WWN | M
i5CSI Software Adapter
|:@ vmhba37 iSCSI ign.1998-01.com.vmware:sw-sup-esx1-71607cec |
Patsburg 6 Port SATA AHCI Controller
{2 vmhba Block SCSI
{3 vmhba32 Block SCSI
& vmhba33 Block SCSI
& vmhba34 Block SCSI
{2 vmhba3s Block SCSI
B umhhals Rlarl crar &
Details
vmhba37 Properties...
Model: iSCSI Software Adapter
iSCSI Name: ign. 1998-01.com, vmware:sw-sup-e5x1-71607cec
iSCSI Alias:
Connected Targets: 4 Devices: 2 Paths: 4
View: ’m %
Name | Identifier | Runtime Name ‘ Operational State | LUN | Type Drive Type T
| STARWIND iSCSIDisk (eui.45f2a335a34c99ed) eui.45f2a335a34c9... vmhba37:C0:T1:l0 Mounted 0 disk Non-550 is
STARWIND iSCSI Disk (eui.39d43ebed0761ads) eui.39d43ebed076.. wmhba37:C0:T2:L0 Mounted 0 disk Non-550 iSw
< > 5
>

Mame, Target or Status contains: - I Clear %

65. Repeat all the steps from this section for the other ESXi node, specifying the corresponding
IP addresses for the iSCSI subnet.
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Creating Datastores

66.  Open Configuration tab of any host and click Storage.

Getting Started | Summary | Virtual Machines | Performance  EeiglsNEiibl Tasks & Events

Hardware View: |Datastn res Devices

Processors Datastores

Memary Identification | Status | Devi
v Storage B SsD1 & MNormal Loce

Metwarking

Storage Adapters

Metwork Adapters

Advanced Settings

Power Management

Software <

Licensed Features Natactore NDetaile
67.  Click Add Storage.

View: |Datastores Devices

Datastores Refresh Delete Add Storage. .. Rescan All...
Identification . | Status | Device | Drive Type Capac’lty| Free | Type | Last Update | Alarm Actions |
a 5501 & Normal Local ATA Disk (t... 55D 923,75 GB 515,65 GB VMFS5 07.11.2016 16:04:56 Enablzd
< >
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68. Select Disk/LUN.

]ZJ Add Storage - O

Select Storage Type
Specify if you want to format & new volume or use a shared folder over the network.

= Disk/LUN Storage Type
Select Disk/LUM
! ' Disk/LUN
Current Disk Layout ) _ ) L
Properties Create a datastore on a Fibre Channel, ISCSI, or local SCSI disk, or mount an existing VMFS volume.
Formatting
Ready to Complete " Network File System

Choose this option if you want to create a Network File System.

@ Adding a datastore on Fibre Channel or iSCSI will add this datastore to all hosts that have access
to the storage media.

< Back | Mext = I Cancel |

A
69.  Select the previously discovered StarWind device and click Next.
@ Add Storage = =
i Select Disk/LUN
Select a LUN to create a datastore or expand the current one
B Disk/LUN = .
Name, Identifier, Path ID, LUN, Capacity, Expandable or VMFS Label c.. ~ I Clear
Select Disk/LUN ! ! BT B
Current Disk Layout Name | Path ID | LUN -
Propertifas STARWIND iSCSI Di..  ign.2008-08.com.starwindsoftware:sw-sup-nodel-guorum 0
. Emtmaéh”gl . STARWIND i5CSIDi... ign.2008-08.com.starwindsoftware:svw-sup-nodel.stawindlocal-dst 0
eady to Complete
v . STARWIND i5CSI Di..  ign.2008-08.com.starwindsoftware:sw-sup-nodel-ds2 0
STARWIND iSCSI Dii... ign.2008-08.com.starwindsoftware:sw-sup-nodel-svl 0
I
|
l
< >
< Back | Mext > I Cancel |
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70.  Check Current Disk Layout and click Next.

@ Add Storage = =
Current Disk Layout
‘fou can partition and format the entire device, all free space, or a single block of free space.
B Disk/LUN Review the current disk layout:
Select Disk/LUN
Current Disk Layout Device Drive Type Available LU
Properties STARWIND iSCSI Disk {eui45f... Mon-55D 3,00 GE 0
Formatting Locatio

Ready to Complete fwmfsfdevices/disks/eui.45f2a335a34c%ed

Unknown

The hard disk is blank.

There is only one layout configuration available. Use the Next button to proceed with the other wizard
pages.

A partition will be created and used

< Back | Mext = I Cancel |

71.  Specify the datastore name and click Next.

@

Properties
Specify the properties for the datatore

Add Storage

B Disk/LUN Enter a datastore name
Select DiskAUM

Current Disk Layout DS1

Properties

Formatting
Ready to Complete

< Back | Mext = I Cancel |
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72. Enter the datastore size and click Next.

IZJ Add Storage - O

Disk/LUN - Formatting
Specify the maximum file size and capacity of the datastore

= Disk/AUMN Capacity
Select Disk/AUN
Current Disk Layout ® Maximum available space
Froperfies ~ Custom space setting
Formatting
Ready to Complete 3,00 GB of 3,00 GE available space
Ready o Lomplete !

< Back I Next = I Cancel |

4
73.  Verify the settings and click Finish.
@ Add Storage = =
Ready to Complete
Review the disk layout and dick Finish to add storage
Disk/LUN Disk layout:
Ready to Compl

Device Drive Type C city U
STARWIND iSCSI Disk (eui.45f2a3... Non-35D 1,00 GB
fvmfs/devices/disks/eui45f2a335a34c95ed
GPT

Primary Partitions Capacity
WMFS (STARWIND iSCSI Disk (eui.... 3,00 GB

File system:

Properties
Datastore name: D51

Formatting
File system: wmfs-5
Block size: 1MB
Maximum file size: 2,00TB

< Back | Finish I Cancel |
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74. Add another Datastore (DS2) as it is described above but select the second device for
that purpose.

@ Add Storage = B

Select Disk/LUN
Select a LUN to create a datastore or expand the current one

= DiskAUN = :
Mame, Identifier, Path ID, LUN, Capacity, Expandable or VMFS Label c... = I Clear
Select Disk/LUN ' ! Slebips BT 2
Current Disk Layout Name | Path ID | LUN -
Properﬁ?s STARWIND iSCSI Di... ign.2008-08.com.starwindsoftware:sw-sup-nodel-quorum 0
. Zor:na(t:hngl : STARWIND iSCSI Di... ign.2008-08.com.starwindsoftware:sw-sup-nodel.stamindlocal-ds1 0
eady to Complete
Y P STARWIND iSCSI Di... ign.2008-08.com.starwinds oftware:sw-sup-nodei-ds2 0
STARWIND iSCSI Di... ign.2008-08.com.starwindsoftware:sw-sup-nodel-cvi 0
£ >
< Back | Mext = I Cancel |
V.

75.  Verify that the storages (DS1, DS2) are connected to both hosts. Otherwise, rescan the
storage adapter.

View: |Datastores Dev'u:es|

Datastores Refresh  Delete  Add Storage... Rescan All...
Identification - | Status | Device | Drive Type Capac’lty| Free | Type | Last Update | Alarm Actions |
a D51 & Normal STARWIND iSCSL.. MNon-550 3,75 GB 3,10 GB WVMFS5 07.11.2016 23:08:23 Enabled
a Ds2 & Normal STARWIND iSCSL.. MNon-550 2,75 GB 2,15GB VMFS5 07.11.2016 23:07:46 Enabled
a 5501 & Normal Local ATA Disk(t... 55D 923,75 GB 539,73 GB VMFS5 07.11.2016 22:50:21 Enabled

£ >

Datastore Details Properties..
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Right-click on a datastore and select Properties.

View: |Datastores Devices

Datastores

Identification -~ | status | Device Drive Type | capadty | Fre
a D51 & MNormal STARWIMD iSCSL.. MNon-55D 3,75 GB JA0c
g DSZ a 1 -l TR P AITR L e ®1 Fale =t 2??5 GB 2'15 {
B sso1 & Browse Datastore... 973,75 GB 539,73 C
Alarm 4
Rename
Unmount
< Delete I
Open in New Window...  Ctrl+Alt+N
Datastore Details
Refresh
Ds2 Capacdity
Location:  fvmfs/valumes/5 E;| Properties..,
Hardware Acceleration: Su . E W Used
PR Copy to Clipboard Ctrl+C E [ Free
Click Manage Paths.
@ DS2 Properties
Volume Properties
—General Format
Datastore Name:  DS2 Rename... File System: VMFS 5.61
Total Capadty: 2,75GB Increase... Elacninid = ZHITE
Block Size: 1MB
— Storage 1O Control
™ Enabled
Extents Extent Device

A VMFS file system can span multiple hard disk partitions, or

The extent selected on the left resides on the LUM or physical

Refresh

extents, to create a single logical volume. digk described below.
Bxtent | Capacity | Device Capacity
STARWIND iSCSI Disk (eui.45f2a335a34c99... 3,00 GB | STARWIND iSCSI Disk (eui, 452... 3,00 GB
Primary Partitions Capadity
1. VMFS 3,00 GB

| Manage Paths... |

Close
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78.  Change the Path Selection policy to the Round Robin one and click Change.

121 STARWIND i5CSI Disk (eui.45f2a335a34c99%d) Manage Paths

— Policy

Path Selection:

Storage Array Type:

IRound Robin (VMware)
VMW _SATP_ALUA

—Paths

Runtime Name

Target | LUN | Status | Preferred |

vmhba37:C0:T0:L0

ign.2008-08.com.starwindsoftware:sw-sup-nodelstanti. 0 & Active ([/O) |

vmhba37:C0:T4:L0

ign.2008-08.com.starwindsoftware:sw-sup-node2-ds1:1.. 0 @ Active ([j0)

Refresh |

Name: vmhba37:C0:T0:L0
Runtime Mame: vmhba37:C0:T0:L0

iSCSI
Adapter: ign. 1998-01.com.vmware:sw-sup-esx1-71607cec
iSCSI Alias:
Target: ign. 2008-08. com. starwindsoftware:sw-sup-node 1.starwind . local-ds 1

172,16.10.10:3260

Close

79.  Repeat the same steps for each Datastore for each host.
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Additional tweaks

80.  Click on the configuration tab of any host and choose Security Profile.

Metworking

Storage Adapters
Metwork Adapters
Advanced Settings
Power Management

Software

Licensed Features
Time Configuration
DS and Routing
Authentication Services
Power Management

vSphere High Availability Agent

EsxXi Shell

¥.0rg Server

WMware vCenter Agent
NTP Daemon

Active Directory Service
VProbe Daemaon

55H

Syslog Server

Direct Console UI

CIM Server

Firewall

Incoming Connections

vSphere Web Client 902,443 (TCP)
Virtual Machine Startup/Shutdown DHCP Client 68 (LUDP)
Virtual Machine Swapfile Location Wirtual SAM Transport 2233 (TCF)
v Security Profile vEanvp 8080 (TCP)
Host Cache Configuration SNMF_’ server 161 (UDP)
) vMotion 8000 (TCP)
System Resource Reservation Virtual SAN Clustering Service  12345,23451,12321 (UDF
Agent VM Settings CTM Serure Server 5QAS (TCPY
81.  Choose SSH and click Options.
@ Services Properties = B
Remote Access
By default, remote dients are prevented from accessing services on this host, and local dients are prevented from
accessing services on remote hosts,
Unless configured otherwise, daemaons will start automatically.
Label | Daemon | ~
PC/SC Smart Card Daeman Stopped
Load-Based Teaming Dasmon Running
wSphere High Availability Agent Stopped
ESxi Shell Stopped
X.0rg Server Stopped
WMware vCenterAgent Running
NTP Daemon Stopped
Active Directory Service Stopped
WProbe Daemon Stopped
S5H Running |
Syslog Server Running Y]

—Service Properties

General
Service: 55H
Package Information: esx-base

This VIB contains all of the base functionality of vSphere ESXi.

Options... |

OK. I Cancel |
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82.  Select Start and Stop with host and press Start.

& SSH (TSM-55H) Options

Status
Running

Startup Policy
(" Start automatically if any ports are open, and stop when all ports are dosed
* Start and stop with host

" Start and stop manually

Service Commands

Stop Restart |

Ok | Cancel

83.  Connect to the host using an SSH client (e.g., Putty).

e 192.168.1.231 - PuTTY - O

84.  Check the device list using the following command:
esxcli storage nmp device list
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85.  For all devices, reduce Round Robin size from 1000 to 1 using the following command:
esxcli storage nmp psp roundrobin deviceconfig set --type=iops --iops=1 --device=

NOTE. Paste StarWind device UID at the end of the cmdlet.

2P 192.168.1.231 - PuTTY - O

86.  Repeat the same steps for each host and datastore.

87.  Click the configuration tab on any host and choose Advanced Settings.

Software

Licensed Features
Time Configuration
DMS and Routing
Authentication Services
Power Management
Virtual Machine Startup/Shutdawn
Virtual Machine Swapfile Location
Security Profile
Host Cache Configuration
System Resource Reservation
Agent VM Settings

v Advanced Settings
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88.  Select Disk and change the Disk.DiskMaxlOSize parameter to 512.

@ Advanced Settings

- Annotations ~ | Disk.DeviceRedaimTime 300 A
. BufferCache
.. CBRC The number of seconds between device re-claim attempts

fz)- Config Min: 0 Max: 31536000

- Vipx
. COW

Disk.DisableVSCSIPollinBH 0

.. Cpu I
- DataMover Disable VSCSI_Pallin bottom half. Setto 1to disable.
. DCUT
... Digest Min: 0 Max: 1
.. DirentryCache
...| Disk Disk. DiskDelayPDLHelper I 10
.. F55
- FT Delay PDL helperin secs
- HBR Min: 0 Max: 300
.. Irq
- ISCSI . . .
. LPage Disk. DiskMaxIOSize I 512
- Mem Max Disk READ/WRITE If0 size before splitting {in KB)
- Migrate
- Misc Min: 32 Max: 32767
.. Net
- NFS Disk. DiskReservationThreshold I 45
- NF541
. Nmp Time window within which refcounted reservations on a device are permitted (in msec)
- Numa Min: 0 Max: 3000
- Power
. RdmFilter S .
.. ScratchConfig Disk. DiskRetryPeriod 2000
- Sesi Retry period in milliseconds for a command with retry status
.. Security
- SunRPC Min: 500 Max: 50000
. SvMotion &7 &

QK I Cancel
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Creating a Datacenter

89.  Connect to vCenter, click Getting Started, then Create Datacenter, and enter the
Datacenter name.

elomal TR lyd-l . Datacenters ' Virtual Machines ' Hosts | Tasks & Events ' Alarms ' Permissions

Maps

close tab [X]
What is the Hosts & Clusters view?

This view displays the set of computing resources that run
on a particular host, cluster, or resource pool. Using the
Hosts & Clusters view, you can manage and organize your
inventory of computing resources.

Basic Tasks

Create a datacenter

Hosts & Clusters
view

Explore Further

=| Learn more about inventory views
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Creating a Cluster

90.  Navigate to the Datacenter Getting Started tab and press Create a cluster.

o g e, Summary ' Virtual Machines ' Hosts | IP Pools ' Performance ' Tasks &Events ' Alarms ' Permissions ' Maps

close tab [X]
What is a Datacenter?

A datacenter is the primary container of inventory objects

such as hosts and virtual machines. From the datacenter,

you can add and organize inventory objects. Typically, you .

add hosts, folders, and clusters to a datacenter. Virtual Machines

vCenter Server can contain multiple datacenters. Large Cluster | S[s S
companies might use multiple datacenters to represent =
organizational units in their enterprise. -

Inventory objects can interact within datacenters, but ' Host ™,
interaction across datacenters is limited. For example, you o _d
can move a virtual machine with viMotion technology . ~
across hosts within a datacenter but not to a host in ~—

another datacenter. & Datacenter

»..

vCenter Server
viphere Client

Basic Tasks

E Add a host

Explore Further

Bf Create a cluster

¥ Create a folder =| Learn more about datacenters

91. Enter the cluster name and click Next.

—Mame

SWCluster

— Cluster Features

Select the features you would like to use with this duster.

™ Turn ©n vSphere HA

vSphere HA detects failures and provides rapid recovery for the virtual machines
running within a duster. Core functionality indudes host and virtual machine
monitoring to minimize downtime when heartbeats cannot be detected.

vSphere HA must be turned on to use Fault Tolerance.

™ Turn On vSphere DRS

vwSphere DRS enables vCenter Server to manage hosts as an aggregate pool of
resources, Cluster resources can be divided into smaller resource pools for users, groups,
and virtual machines.

vSphere DRS also enables vCenter Server to manage the assignment of virtual machines
to hosts automatically, suggesting placement when virtual machines are powered on, and
migrating running virtual machines to balance load and enforce resource allocation
policies.

vSphere DRS and VMware EVC should be enabled in the duster in order to permit placing
and migrating ¥Ms with Fault Tolerance turned on, during load balanding.
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Adding Hosts to the Cluster

92.  Open the Cluster tab and click Add a host.

el Rl Summary | Virtual Machines | Hosts | Resource Allocation | Performance ' Tasks & Events | Alarms | Permissions

close tab |
What is a Cluster?

A cluster is a group of hosts. When you add a hostto a
cluster, the host's resources become part of the cluster's
resources. The cluster manages the resources of all hosts
within it. Virtual Machines
Cluster

Clusters enable the vSphere High Availability (HA) and
vSphere Distributed Resource Scheduler (DRS) solutions.

Host
Basic Tasks

F Add a host

) ) | Datacenter
&t Create new virtual machine N vCenter Server

vSphere Client

Explore Further

=| Learn more about clusters

93.  Enter the name or IP address of the ESXi host and specify the administrative account.
Click Next.

Specify Connection Settings
Type in the information used to connect to this host.

Connection Settings — Connection
Host Summary
Ready to Complete Enter the name or IP address of the host to add to vCenter.
Host:
— Authorization

Enter the administrative account information for the host. wSphere Client wil
use this information to connect to the host and establish a permanent
account for its operations,

lsername: I

Password: I

< Back | MNext > I Cancel |
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94.  Verify settings and click Next.

Host Information
Review the product information for the specified host.

Connection Settinas You have chosen to add the following host to vCenter:
Host Summary
Assign License MName: 19_2.168.1.231
Lockdawn Made Vendor: Gigabyte Technology Co., Ltd.
: Maodel: To be filled by 0.EM.
Ready to Complete Version: VMware ESXi 6.0.0 build-3620759

Virtual Machines:

< Back | Next > I Cancel |

95.  Assign the License and click Next.

Assign License
Asgsign an existing or & new license key to this host,

Connection Settings
Host Summary ' Assign an existing license key to this host

Assign License
Lockdown Mode
Ready to Complete

Product | Available |
E Evaluation Mode
) (NolLicenseKey)

" Assign a new license key to this host

Product:  VMware vSphere 6 Enterprise Plus {unlimited cor...
Capadty:  Unlimited CPUs

Available:  Unlimited CPUs

Expires: MNever

Label:

< Back | MNext = I Cancel |
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96.  NOTE: Lockdown mode is not enabled by default. Click Next.

Configure Lockdown Mode
Specfy whether lockdown mode is to be enabled for this host.

Connection Settings
—Lodkdown Mode

Host Summary
Assign License When enabled, lodidown mode prevents remote users from logging directy
Lockdown Mode inte this host, The host will only be accessible through local consele or an

authorized centralized management application.
Ready to Complete

If you are unsure what to do, leave this box unchecked. You can configure
lockdown mode later by navigating to the host's Configuration tab and
editing its Security Profile.

" Enable Lockdown Mode

« Back | MNext = I Cancel |

97.  Verify the settings and click Finish.

Ready to Complete
Review the options you have selected and dick Finish to add the host.

Connection Settings
Host Surmmary Review this summary and dick Finish.

Assign License

Lodkdown Mode HQSt.: 192,168, 1'2.31 ]
e Version: VMware ESXi 6.0.0 build-3620759
Ready to Complete Metworks: WM Network
1SCSI_for_VMs
Sync_for_WMs
VM Network 2
Datastores: 5501

Lockdown Mode: Disabled

< Back | Finish I Cancel |
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98. Add the second host to the cluster.

File Edit View Inventory Administration

ﬁ £y Home [ £ Inventory [
F & & 3

B [ 192.168.1.235

= Sup-Starwind
El B | Sup-StarWind-Cluster
@. 192.168.1.231

@ 192.168.1.232
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Turn on vSphere HA Feature

99.  Open the cluster Edit Settings and click Turn on vSphere HA. Press OK.

@ SW-SUP-CLUSTER Settings
Cluster Features  Name
v5phere HA
Virtual Machine Options ISW'SUP'CLUSTER
WM Monitoring
Datastore Heartbeating  Feahires
VMware EVC
Swapfile Location ¥ Turn On wSphere HA

vSphere HA detects failures and provides rapid recovery for the virtual machines
running within a duster, Core functionality indudes host and virtual machine
manitoring to minimize downtime when heartbeats cannot be detected.

vSphere HA must be turned on to use Fault Tolerance.

[~ Turn On vSphere DRS

wSphere DRS enables wCenter Server to manage hosts as an aggregate pool of
resources. Cluster resources can be divided into smaller resource pools for users,
groups, and virtual machines.

vSphere DRS also enables vCenter Server to manage the assignment of virtual
machines to hosts automatically, suggesting placement when virtual machines are
powered on, and migrating running virtual machines to balance load and enforce
resource allocation polices.

wSphere DRS and YMware EVC should be enabled in the duster in order to permit
placing and migrating YMs with Fault Tolerance turned on, during load balancing.

CK I Cancel J/
7
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Conclusion

This technical paper covers StarWind VSAN configuration with VMware vSphere 6.0 and below
for minimalistic hyperconverged 2-node scenario. In this setup, all virtual machines are stored on
the shared storage provided by StarWind. VMware HA ensures VMs redundancy, while
StarWind is responsible for the storage uptime. The combination of StarWind shared storage
and VMware HA delivers high availability for applications and data across the entire virtualized
environment. Using StarWind VSAN, the local storage resources of both ESXi hosts are turned
into a fault-tolerant shared storage synchronously "mirrored" between the nodes. Being nested
inside a VM and run on both ESXi hosts, StarWind VSAN ensures data safety and maintains the
continuous application availability.
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