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Trademarks

“StarWind”, “StarWind Software” and the StarWind and the StarWind Software logos are

registered trademarks of StarWind Software. “StarWind LSFS” is a trademark of StarWind
Software which may be registered in some jurisdictions. All other trademarks are owned

by their respective owners.

Changes

The material in this document is for information only and is subject to change without
notice. While reasonable efforts have been made in the preparation of this document to
assure its accuracy, StarWind Software assumes no liability resulting from errors or
omissions in this document, or from the use of the information contained herein.
StarWind Software reserves the right to make changes in the product design without
reservation and without notification to its users.

Technical Support and Services

If you have questions about installing or using this software, check this and other
documents first - you will find answers to most of your questions on the Technical Papers
webpage or in StarWind Forum. If you need further assistance, please contact us .

About StarWind

StarWind is a pioneer in virtualization and a company that participated in the
development of this technology from its earliest days. Now the company is among the
leading vendors of software and hardware hyper-converged solutions. The company’s
core product is the years-proven StarWind Virtual SAN, which allows SMB and ROBO to
benefit from cost-efficient hyperconverged IT infrastructure. Having earned a reputation
of reliability, StarWind created a hardware product line and is actively tapping into
hyperconverged and storage appliances market. In 2016, Gartner named StarWind “Cool
Vendor for Compute Platforms” following the success and popularity of StarWind
HyperConverged Appliance. StarWind partners with world-known companies: Microsoft,
VMware, Veeam, Intel, Dell, Mellanox, Citrix, Western Digital, etc.

Copyright ©2009-2018 StarWind Software Inc.

No part of this publication may be reproduced, stored in a retrieval system, or
transmitted in any form or by any means, electronic, mechanical, photocopying,
recording or otherwise, without the prior written consent of StarWind Software.
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Annotation

Relevant Products

StarWind Virtual SAN (VSAN)
Purpose

This document serves as a configuration guide for implementing StarWind Virtual SAN
(VSAN) in a hybrid cloud setup based on on-premise Microsoft Windows Server and
Azure. The configuration involves deploying VSAN as a Windows application and
integrating it with Azure Cloud instances using a graphical user interface (GUI).

Audience

This technical guide is intended for IT professionals, system administrators, and network
engineers responsible for designing and implementing hybrid cloud Microsoft solutions.

Expected Result

The expected result is the successful deployment of a hybrid cloud environment utilizing
StarWind Virtual SAN for Hyper-V. This environment will enable the creation of a highly
available infrastructure that replicates data between on-premises locations and the
Azure public cloud. Users will achieve the desired Recovery Time Objective (RTO) and
Recovery Point Objective (RPO) for their disaster recovery needs.

Introduction To Starwind Vsan Hybrid Cloud [For
Azure]

StarWind Virtual SAN for Hyper-V allows building a hybrid cloud solution to extend On-
Premises virtualization workloads from a datacenter to Azure public cloud. With its
implementation, it becomes possible to assemble the on-premises servers and Azure
VMs in a well-known Hyper-V Failover Cluster. The Hybrid Cloud is orchestrated using
StarWind Management Console, Hyper-V, and SCVMM, requiring no experience in the
Azure platform.

StarWind Virtual SAN for Hyper-V distributes highly-available shared storage replicating
the data between locations. Delivering active-active storage, StarWind provides fault-
tolerant Disaster Recovery site in Azure public cloud to meet the required RTO and RPO.
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Solution Diagram

The diagram below illustrates the StarWind VSAN for Hyper-V Hybrid Cloud configuration
with Azure public cloud.
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Implementing Starwind Hybrid Cloud With Azure

Prerequisites

Make sure that the following prerequisites are met before deploying StarWind Hybrid
Cloud:

e An Azure Subscription (a free trial can be found here)

e Azure location allowing nested virtualization. It's recommended to choose the
location with minimal network latency. The latency can be here

e An externally facing public IPv4 address for a VPN device

e At least 100Mbps network connection to the Internet. The 1Gbps bandwidth link is
highly recommended

e Deployed Active Directory structure and DNS at on-premises

e Windows Server 2016 installed on the server that is going to be clustered

Example values
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The following values in this document are used as examples. These values can be used
to create an environment or referred to better understand the deployment process.

e Virtual Network Name: AzureVNetl

e Azure Address Space: 10.10.0.0/25

e Azure Subnet: 10.10.0.0/26

Azure GatewaySubnet: 10.10.0.128/27
Resource Group: AzureRG

Location: East US

DNS Server: Optional. The IP address of your DNS server
Virtual Network Gateway Name: AzureVNet1GW
Public IP: AzureVNet1GW-IP

e VPN Type: Route-based

e Connection Type: Site-to-site (IPsec)

e Gateway Type: VPN

e Local Network Gateway Name: On-Premise

e Connection Name: AzureVNet1toOnPremise

Creating a Resource Group

1. From a browser, navigate to the Azure portal and sign in with an Azure account.
2. Create a Resource group in the Azure portal and click New.

3. In the Search the marketplace field, type ‘Virtual Network’.

4. Locate Resource group from the list and click it to open the Resource group window.

Click Create.
Resource group
* Resource group narme
AzZureRG '
* Subscription
Fay-As-You.Go w

* Besource group loCation

East US W

|_| Fin to dashboard

Creating a virtual network
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1. Navigate to Resource group, select it, and click Add.
2. In the Search the marketplace field, type ‘Virtual Network’.
3. Locate Virtual Network from the list, click it, and open the Virtual Network window.

4. Use Resource Manager as a deployment model.

.....

Creating gateway subnet

1. In Resource group, click on the virtual network, open Subnets, and Create a Gateway
subnet.

StarWind Virtual SAN: Hybrid Cloud Configuration Guide, VSAN Deployed as a Window %)
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Creating a VPN gateway

1. On the Portal page, click Create new and type ‘Virtual Network Gateway’ in the search
field.

2. Locate and click Virtual network gateway.

3. In the Virtual network gateway window, click Create to open Create virtual network
gateway.

4. In the Create virtual network gateway window, specify the values for the virtual
network gateway:

e Name: Name the gateway.
» Gateway type: Select VPN.

StarWind Virtual SAN: Hybrid Cloud Configuration Guide, VSAN Deployed as a Window 7
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e VPN type: Select the Route-based VPN type.

e SKU: Select the gateway SKU from the drop-down menu.

Resource Group: click use existing and then select the required group.

Location: Point to the location where the virtual network is located.

Virtual network: Choose the virtual network to be added to this gateway.

Public IP address: Click Public IP address and then click Create New in the Choose
public IP address window. Input a Name for the public IP address and click OK.

o 4 Create pubhc IP address

* Name

: = Azure\ et 1GW-IP
A Mo public IP sddresses found m the selected subsonption and bacation ‘East US

+ Create new

Mo resultts

5. Verify the settings.
6. Click Create to begin creating the VPN gateway.

NOTE: The settings will be validated and Deploying Virtual network gateway will appear
on the dashboard. Creation of a gateway can take up to 45 minutes.

Creating the local network gateway

1. Provide the site with a name by which Azure can refer to it, and specify the IP address
of the on-premises VPN device to which a connection will be established.

2. Specify the IP address prefixes that will be routed through the VPN gateway to the
VPN device. The specified address prefixes are the prefixes located on the on-premises
network.

3. Navigate to All resources, click +Add.

4. In the Search box, locate and select Local network gateway. Then click Create to open
the Create local network gateway window.

StarWind Virtual SAN: Hybrid Cloud Configuration Guide, VSAN Deployed as a Window 8
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5. On the Create local network gateway blade, specify the values for the local network
gateway:

e Name: The name of the local network gateway object

e IP address: The public IP address of the VPN device connected to Azure

e Address Space: The address ranges for the network that the local network
represents

e Subscription: Subscription plan

e Resource Group: The resource group that can be used

e Location: The location where the object will be created

6. Click Create at the bottom of the window to deploy the local network gateway.

Creating the VPN connection

StarWind Virtual SAN: Hybrid Cloud Configuration Guide, VSAN Deployed as a Window 9
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1. To create the Site-to-Site VPN connection between the virtual network gateway and
on-premises VPN device, open the Virtual network gateway window.

2. On the AzureVNet1GW window, click Connections.

3. At the top of the Connections window, click +Add to open Add connection.

Add connection

* Narme
| ArureMetTto0nPremese w
Connection type @&
cite (1P e g
* Virtual network gateway [ ] >
AzurgVMNet1GW
* Local network gatewsy @ n
Omn-Premise
* Shared key (PSE) @
Stro '1|.:|F'ﬂ"-'i'.‘r.'.\"-\: Ky w |
Subscription @
L
Resource group @
AzureRG =1

Location @

4. On the Add connection window, fill in the values to create the connection:

e Name: Name the connection. In this guide, the AzureVNetltoOnPremise name is
used.

e Connection type: Select Site-to-site (IPSec).

e Virtual network gateway: This value is fixed because of the connection from this
gateway.

 Local network gateway: Click Choose a local network gateway and select the local
network gateway to be used. In this guide, On-Premise is used.

e Shared Key: This value must match the value used for the local on-premises VPN
device. In this guide, ‘StrongPasswordKey’ is used.

StarWind Virtual SAN: Hybrid Cloud Configuration Guide, VSAN Deployed as a Window 10
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5. Click OK to create your connection.

Setting Up Rras Server

NOTE: In order to set up the VPN tunnel between on-premises and Azure, the Routing
and Remote Access Service (RRAS) role is configured on Windows Server 2016, which in
this guide also stands for AD DC and DNS roles. In case of using an external VPN device,
check its compatibility with Azure here.

1. Open Server Manager and select Manage -> Add Roles and Features.

2. In the Add Roles and Features Wizard -> Before You Begin, click Next.

3. In Installation Type, select Role-based, and click Next.

4. In Server Selection, select RRAS-Server and click Next.

5. In Server Roles, check Remote Access and click Next.

6. On the Features and Remote Acess steps, click Next.

7. On the Role Services step, choose Direct Access and VPN (RAS), Routing and click Add
Features on the pop-up window. Click Next.

8. On the Web Server Role (lIS) step, click Next.
9. On the Role Services step, accept the defaults and click Next.

10. In Confirmation, click Install.

StarWind Virtual SAN: Hybrid Cloud Configuration Guide, VSAN Deployed as a Window 11
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Configuring the RRAS Server

1. Open Routing and Remote Access and select Secure connection between two private
networks. Complete the configuration with the default settings.
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2. In Demand-Dial Interface Wizard, specify a name for the Interface. In this guide,
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“OnPremise-To-Azure” is used.

Demand-Dial Interface Wizard *

Welcome to the Demand-Dial
Interface Wizard.

This wizard helps you create a demand-dial connection to
connect this router to other routers,

To continue, click Mext.

w

. In Connection Type, select Connect using virtual private networking (VPN).

N

. In VPN Type, select IKEv2.

ol

. In Destination Address, enter Host name or IP address.

6. In Protocols and Security, select Route IP packets on this interface.

~

. In Static Routes for Remote Networks, add the route of the Azure-VMs subnet.
8. On the Dial-Out Credentials step, enter the credentials.
9. Click Finish to complete the wizard.

10. In Routing and Remote Access > Network Interfaces, right-click On-Premise-To-
Azure and choose Properties.

11. Click the Options tab and set the connection type to persistent. In the Security tab,
set the pre-shared key set up on Azure previously.

StarWind Virtual SAN: Hybrid Cloud Configuration Guide, VSAN Deployed as a Window 13
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12. Right-click the On-Premise-To-Azure connection and select Connect. It will be
displayed as connected in RRAS as shown in the screenshot below.
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13. Double check IPv4 Static Routes. The configuration should look the same as in the
screenshot below.
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Opening Ports in the Firewall

1. Open Windows Firewall, click the Exceptions tab and then click Add Port.

2. Click Inbound Rules and click New Rule.

3. Allow connection for 500, 4500, 1701, 50 UPD ports to allow VPN traffic to pass
through.

4. Repeat the same procedure for Outbound Rules.

Preconfiguring the On-Premise server

NOTE: This document assumes that the domain controller is set up and the On-Premise
server is added to the domain. The Failover Clustering and Multipath I/O features, and
the Hyper-V role must be installed on the local server. These actions can be performed
using Server Manager (the Add Roles and Features menu item).

1. Download and install StarWind Virtual SAN on the local server. The latest StarWind
build can be found by following this link.

Enabling Multipath Support

1. Open the MPIO manager: Start->Administrative Tools->MPIO.
2. Navigate to the Discover Multi-Paths tab.
3. Select the Add support for iSCSI devices checkbox.

StarWind Virtual SAN: Hybrid Cloud Configuration Guide, VSAN Deployed as a Window 15
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4. Click Add. Then click Yes when prompted to restart the server.

Deploying Starwind Vm In Azure

1. Navigate to the Azure portal and search for StarWind Virtual SAN VM.

2. Select StarWind Virtual SAN BYOL in case the StarWind license is already purchased.
NOTE: Alternatively, select StarWind Virtual SAN Hourly. Alike BYOL, it's a pre-installed

Azure VM with the Hyper-V role, MPIO, and Failover Cluster features but StarWind is
shipped on a per-hour license basis.
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4. Enter Name for the virtual machine.

5. Enter User name and a strong Password to create a local account on the VM.

6. Select the existing Resource group or type a name for a new one. In the
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example, AzureRG is the name of the resource group.

7. Select an Azure datacenter Location to run the VM. In this guide, East US is specified
as the location.
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NOTE: The Size windows identifies the configuration details of the VM, and lists various
choices that include OS, number of processors, disk storage type, and estimated monthly
usage costs. For the StarWind Hybrid Cloud implementation, only Dv3 and Ev3 VM sizes
are supported.

8. Choose the VM size, and then click Select to continue. In this example, D2S V3
Standard is specified as a VM size.
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9. In the Settings window, click Network security group.

10. Add 500, 4500, 1701, 50 UPN ports to an inbound and an outbound rule to allow VPN
traffic to pass through.

11. Mark the High availability option as None.

12. In the Summary window, double check the settings specified in the previous steps
and click OK.
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Adding a network adapter

NOTE: While it's possible to create NICs in the Azure management portal, they can not
be attached to VMs there. That can only be done using PowerShell. Make sure the latest
version of Microsoft Azure PowerShell is installed on the PC. The latest release can be
installed using the Web Platform Installer.

1. Open Windows PowerShell ISE and log in to your Azure subscription using the
following cmdlet:

Login-AzureRmAccount

2. Define the following variables for the VM, network, and other parameters that will be
required:

$vmName = ‘sw-sed-azure-01’
$vnetName = ‘AzureVNetl’

$RG = ‘AzureRG’

$subnetName = ‘default’
$nicName = ‘sw-sed-azure-01011’
$location = ‘East US

$ipAddress = '10.10.0.10’

3. Create an object for the VM using Get-AzureRmVM:

$VM = Get-AzureRmVM -Name $vmName -ResourceGroupName $RG

4. Create an object for the virtual network using Get-AzureRmVirtualNetwork:

$vnet = Get-AzureRmVirtualNetwork -Name $vnetName -
ResourceGroupName $RG

5. Prior to connecting a NIC to a subnet ($subnetName), receive the subnet ID in
PowerShell:

$subnetID = (Get-AzureRmVirtualNetworkSubnetConfig -Name
$subnetName -VirtualNetwork $vnet).Id

6. Create a new NIC using the New-AzureRmNetworkInterface cmdlet:

New-AzureRmNetworkInterface -Name $nicName -ResourceGroupName
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$RG -Location $location -SubnetId $subnetID -PrivateIpAddress
$ipAddress

7. The new NIC can now be attached to the VM. Create an object for the NIC using the
Get-AzureRmNetworkinterface cmdlet:

$NIC = Get-AzureRmNetworkInterface -Name $nicName -
ResourceGroupName $RG

8. Add the NIC to the VM configuration:

$VM = Add-AzureRmVMNetworkInterface -VM $VM -Id $NIC.Id

9. To check that the configuration has been changed to include the new NIC, run the
command below to see the list of NICs attached to the VM:

$VM.NetworkProfile.NetworkInterfaces

10. Assign the first NIC as the primary:

$VM.NetworkProfile.NetworkInterfaces.Item(0).Primary = $true

11. Commit the new configuration using the Update-AzureRmVM cmdlet:

Update-AzureRmVM -VM $VM -ResourceGroupName $RG

IP forwarding

1. Navigate to VM -> Networking.

2. Select the first Network interface.

3. Open IP configuration page from the sidebar menu

4. Enable IP forwarding settings and Save the configuration.

Adding storage
NOTE: Azure requires a Storage account to store VM disks.
1. On the Hub menu, select New -> Storage -> Storage account.

2. Enter a name for the storage account.
3. Specify the deployment model to be used: Resource Manager or Classic. Resource
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Manager is the recommended deployment model.

4. Select General purpose as the type of storage account and specify the performance
tier: Standard or Premium with regards to On-Premises storage configuration. The
default is Standard.

5. Select the replication option, subscription, and region.

6. Click Create to create the storage account.

7. Navigate to StarWind VM -> Disks.

8. Click +Add data disk.

9. Specify disk Account type and Size according to On-Premises storage configuration.
10. Select Storage container.

11. Click OK to finish the setup.

Install roles and Features

1. Connect to VM using Remote Desktop Connection.
2. Launch Server Manager and click Add New Roles and Features.
3. Check the Hyper-V role installation.

[
N 'y R SESTSATION SERVER
Select server roles "
X
Select one or mane roles o install on the selected server,
M Al Roles snd Faatiires Wizard 4
Floles
Actwe Dire]  Add features that are required for Hyper-v? "
joess,
Actres Direc] following teols are required to manage this feature, but do not ledd
Acteee Direc]  jaue to be installed on the same server.
Arctrem Durec] ; an
Diewice Heal # Femote Server Adminestration Tooks -hls
DHCP Serve| 4 Role Admirestrabion Took ™
LN Server 4 Hyper-¥ Management Tools
Fan Server [Toals] Hyper-V Madule for Windsws PawerShall
B File and Shod [Foeais] Hyper-V GUI Management Tools
Hast Guardi|
uttiPgank 5
Metwork Cof
Mebwork Pol
Primt and Dg
Remote Accy
Remote Des|
Volume Actil m Include managament kool [ spplicable)
Web S=reer |
1 Add Features | Cancel |
| B i ]
4. Select Failover Clustering and Multipath 1/O features installation.
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5. Complete the installation on Azure VM.

Join the Azure VM to the on-premises domain

1. Press Windows key + Xin Azure VM to invoke the context menu, and

select System field.

2. In the opened window, click Change settings to open System properties.

3. Click the Change.. button. Mark the domain field and type the local domain name.
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Computer Mame/Domain Changes .

fou can change the name and the membership of this
computer. Changes might affect access to network resources. |

Computer name:

sw-azure-01

Full computer name:
gw-azure-01 starwind local

Mare...
Member of
(®) Domain:
|starw1'r1d.local
() Warkgroup:
QK Cancel

4. Click the OK button. Confirm the action by entering the domain administrator’s
credentials.

5. Accept system reboot to complete the join.

Configuring Starwind Highly-Available Storage

1. Double-click the StarWind tray icon to launch StarWind Management Console.

@ Starvaind Mansgemen Conmbe

FILE HOST TARGET TOOLS OFTIONS  HELP

T w = + = @
s 2N 0 O & o) =)

Refresh Cosnect Distenmsol At Server Remiewe Serts AdDevice At Device (sbanced] AddVTL Device Resvarwe Taiger

- |:_E| CErvers GEf Conlh L CHAP P Eeocess Rights Server Log Evenis Pedoemanie
E SW-CMPREM-01

SW-ONPREM-01 | 1921680231 ) 3261

a3 Dconnest [0 Bemeve Server  oF Add Tergel 4 pd Device &% Add Device [ehvanced]
o A WTL Dewice % Add Conbrol Device 35 Target Groups Marager o b Befresh

- B

S Hamne SN -ORPRER- (]

Port

Sithentication Basic

Shithas Lagged-in

2. Press the Yes button to configure the storage pool. To change the storage pool
destination, press Choose path... and point the browser to the necessary disk.

StarWind Virtual SAN: Hybrid Cloud Configuration Guide, VSAN Deployed as a Window 24
Application and Azure Instance using GUI


https://www.starwindsoftware.com/resource-library/wp-content/uploads/2017/01/starwind-virtual-san-hybrid-cloud-for-azure-39.png

StarW:.nd One Stop Virtualization Shop

HYPERCONVERGENCE

StarWind Management Console X

1 Storage pool is not configured!
*— Would you like to set the default location of the storage poeol to My Computer\E?

s Choose path... Disconnect

NOTE: Please make sure that each of the arrays, which will be used by StarWind Virtual
SAN to store virtual disk images meets the following requirements:

e Initialized as GPT
e Have a single NTFS-formatted partition
e Have a drive letter assigned

3. Press the Add Device (advanced) button on the toolbar.

4. Add Device Wizard will appear. Select Hard disk device and click Next.
5. Select Virtual disk and click Next.

6. Specify the virtual disk Name, Location, and Size. Click Next

<« Add Device Wizard

Virtual Disk Location

(@) Create a Mew Virtual Disk

Mame: | Witness]

Location: My Compulter \E\
Sze: 1 B v

(C)Use an Existing Virtual Disk

Read-Only Mode

7. Specify Virtual Disk Options. Click Next
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€« Add Device Wizard

Virtual Disk Options

Deduphcation

Blodk Size
(®) Use 512 bytes sector size

() Use 4096 bytes sector size. May be incompatible with some dients

8. Define the caching policy and specify the cache size (in MB). Click Next

7 b4
« Add Device Wizard

Specify Device RAM Cache Parameters

Mode
() Write-Back

Writes are performed asynchronously, actual Writes: to Disk are delayved, Reads
are

() Write-Through
Writes are performed synchronously, Reads are cached

Set Maximum available Size

Size 128 MB
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9. Define the Flash Cache Parameters policy and size if necessary. Click Next to continue
NOTE: It is highly recommended to use SSD-based storage for “Flash Cache” caching.
10. Specify the target parameters.

11. Select the Target Name checkbox to enter a custom name of a target. Otherwise, the
name will be generated automatically based on the target alias. Click Next to continue.

3 x
- Add Device Wizard
Specify Flash Cache Parameters
®)ho Flash Cache
(2 Use Fash Cache
'-dﬂ'
My Compaste
1 =

12. Click Create to add a new device and attach it to the target. Then, click Close to
close the wizard.
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< Add Device Wizsrd

Creation Page

Press “Create”™ to add new Device and attach it to new Tanget

Progress

00 Creating Device Folder...

00 Creating Image File...

00 Creating Header...

00 Creating Device...

[0 <reating Target and attaching Device...

Create Cancel

13. Right-click on the servers field and select Add Server. Select the Azure VM as a new
StarWind Server to add. Click OK to continue.

@ stewind Mansgement Console
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14. Right-click on the created device and select Replication Manager. Press the Add
Replica button in the Replication Manager window.

15. Select Synchronous “Two-Way Replication” and click Next to proceed.
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16. Specify the partner server Host Name or IP address. The default StarWind

management port is 3261. In case a different port is configured, please type it in the Port
number field. Click Next.

7 =
“ Replication \Wizard
Add Partner Node
Speofy Partner Host Mame or [P Address where Replcaton Node would be created
Host Name or TP Address | SEcr EmiEl w
Part Mumber [ 3261 |
ance

17. Select the Heartbeat Failover Strategy.
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“ Replication Wizard

Failover Strategy

Process node and commurication falures using addional communication channel i
(heartbeat). At least ane synchronization or heartheat channel must be functional for
proper failover processing, Loss of al commurnication channels may lead to spit brain |
ismee, 50 it's recommended to use dient ISCST connection interfaces a5 heartheat

channel. |

Node Majority

Process node and communication falures wsing majarity policy; node stays active whie it
si=es more than half of nodes induding itself. In case of 2 storage nodes, requires
onfiguring additional witness node. Does not require addibonal heartbeat channel.

conce

18. Choose Create new Partner Device.

€« Replication Wizard

Partner Device Setup

() Select existing Device
Select existing Device an Paringr Server

Cancel

19. Specify the partner device Location if necessary. The target name can be modified
by clicking the appropriate button.
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L = Replication Wizard

Partner Device Setup

Location: My Computer'E

ign. 2008-08, com, starwindsoftwane: sw-azure -0 1-witness

| Modfy TargetMame... |

Mext Cancel

20. To select the synchronization and heartbeat channels for the HA device, click
Change network settings. To modify the ALUA settings, click the appropriate button.

¥ =

- Replication Wizard

Metwork Options for Replication

Metworks for Syndhronization and Heartheat
Press “Change Metwork Settings..." to configure Interfaces

Metworks for Heartheat
Press “Change Metwork Settings... " to configure Interfaces

I Change Network Setings |

ALLA preferred SW-0ONPREM-0 1, sw-azure01

Change ALLIA Settings...

Mext Cancel

21. Click Allow Free Select Interfaces to be able to specify NICs from different
subnetworks. Specify the interfaces for synchronization and Heartbeat. Click OK. Then
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click Next.

Specily Interfaces for Synchronization Channels

E] Alow Free Select Interfaces

o 1]

Select synchronization channel
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Cancel

22. Set Do not Synchronize as the partner device initialization mode. Click Next.

NOTE: Use this type of synchronization for adding partner only to the device which
doesn’ contain any data.

x
&« Replication \Wizard
Select Partner Device Initialization Mode
() Synchronize from existing Device
All Data from exsting Devioe would be copied to new Device
[® Do not Synchronize
Diata on HA Modes remains unchanged.
Canca
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23. Press the Create Replica button. Then click Close.

« Replication Wizard

Creation Page

|:||:| Creating Device Felder... ~
0o Creating Storage File on Partner Host...
[J00 Creating Storage Header on Partner Host...
[J[ Creating Sterage Device on Partner Host..,
(1] Creating Device Header on Partner Host...
[0 Creating Device Header on current Host...
[0 Requesting Device Mame...

[J0 Updating Target Device on current Host...

Cancel

24. The added device will appear in StarWind Management Console.
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25. Repeat the steps 1 - 23 for the remaining virtual disks that will be used for File
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Configuring Failover Cluster

1. To launch Microsoft iSCSI Initiator, click Start > Administrative Tools > iSCSI
Initiator or iscsicpl from the command line interface. The iSCSI Initiator
Properties window appears.
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2. Navigate to the Discovery tab.

1505 Inatigficr Properies =
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To remove o GHE server, sebect e serer shove srd Famoys
then dick Remove, =
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3. Click the Discover Portal button. Discover Target Portal dialog appears. Type in
127.0.0.1.

4. Click the Advanced button. Select Microsoft ISCSI Initiator as Local adapter and
select Initiator IP (leave the default for 127.0.0.1).

Dizcover Target Portal x

Enter the IP address or DNS name and port number of the portal you
want to add.

To change the default settings of the discovery of the target portal, dick

the Advanced button.

IF address or DNS name: Port: [Default is 3260.)
127.0.0.1 3260

oK Cancel

5. Click OK. Then click OK again to complete the Target Portal discovery.
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6. Click the Discover Portal... button again.
7. Discover Target Portal dialog appears.

Discover Target Portal x

Enter the IP address or DNS name and port number of the portal you

want o add.

To change the default settings of the discovery of the target portal, dick

the Advanced button.

P address or DNS nams: Port: (Default is 3260.)
10.10.0.10 | | 3260 |
Advanced. .. oK Cancel

8. Type in the first IP address of the partner node used to connect the secondary mirrors
of the HA devices. Click Advanced.

9. Select Microsoft ISCSI Initiator as Local adapter and select the Initiator IP in the same
subnet as the IP address on the partner server from the previous step.
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10. Click OK. Then click OK again to complete the Target Portal discovery.
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CHAP Log on infrmation

To use, specfy the same name and CHAP seoret that was configuned on the target for this
mittator, The: rame vall default to the Inibabor Mame of the system unless snother names s

speofed,
an, 199 105, com. micnasoft sw-onpres-0 1starwind local
Perform mutual suthenticaton
Use RADILIS bo generabe user authenBcation aedentisls
Lse RADILIS to suthenticate tanget credentals
[oc ]| cnn sevky

11. Click the Discover Portal... button again

12. Discover Target Portal dialog appears. Type in the IP address of the partner node
used to connect the parent node of the HA devices.

13. Click Advanced.

14. All target portals have been added to the first node.

StarWind Virtual SAN: Hybrid Cloud Configuration Guide, VSAN Deployed as a Window 37
Application and Azure Instance using GUI


https://www.starwindsoftware.com/resource-library/wp-content/uploads/2017/01/starwind-virtual-san-hybrid-cloud-for-azure-64.png

StarW:.nd One Stop Virtualization Shop

HYPERCONVERGENCE

iSCS Initiator Properties x

Targets Discovery  Faporife Targets  Wolumes and Devices  RADIUS  Configuration

Targe? portals
_The: system val look for Targets on following portak:
Address Port Adapher [P address
127.0.0 3250 Microsoft SC51 intator Defauit
L0020 30 MoosfSCSlteor | 182.168.0.231)
To add a targeft portal, cick Discover Portal, Discover Portal...
To remove 3 target portal, select the address above and Remove
then chck Remawe.
NG servers
The system 5 registered on the following (5N servers: Piefresh
e
To add an (SNS server, dick Add Server. Agd Server...
To remcvie an ISNS server, select the server abowe and A
then dick Remove. =
oK Carcel iy

15. Complete the steps 1-14 for the second node.
16. All target portals have been added to the second node.
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i3C S Initiator Properties *
Targets Discowvery  Favonte Targets  Volumes and Dewices  RADIUS  Configuration
Target portals
The system will lock for Targets on following partals:
Address Port Adapter IF address
127.0.0.1 360 Microsoft SCSI Initiakor Defauit
192.153.0.42 3260 Microgoft SCSI Initiakor 10, 10.0. 10
To add a target portal, dick Discover Portal, Ciscover Portal...
Toremave a target portal, select the address above and Remeve
then dids Remave,
EHE servers
The system is regstered on the faloving iSNS servers: Refresh
ame
To add an iSNS server, dick Add Server, Agdd Server...
To remove an GHS server, select the s=rver sbove and T
then dck Remove, =
oK Cancel Apply

Connecting Targets

1. Click the Targets tab. The previously created targets are listed in the Discovered
Targets section.

NOTE: If the created targets are not listed, check the firewall settings of the StarWind
Server as well as the list of networks served by the StarWind Server (navigate
to StarWind Management Console -> Configuration -> Network).
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iSCS Initiator Properties x

Targets Discovery Faworite Targets  Volumes and Devices  RADIUS  Configuration
Quack Connect

Ta discaver and log on to a target using a basic cornection, type the IP address or
DS name of the target and then dick Quack Connect.

Tanget Quidk Connect.
Discovered targets
Refresh
Mame Status

ign. 2008-08. com. starwindsoftware:sw-anre-0l-wilness  [naclive
iign. 2008-08. com. stanwindeoftware:sw-onprem-0i1-0sv 1 Inactive
ign. 2008-08. com. starwindso fiware:sw-onprem-0 1-winess  [nactve

Ta connect using advanced cptiors, selact a target and then Coanect
dick Cornect.

To completely disconnect a target, select the target and Discomnect
then chck Disconnect.

Far target properties, induding configuration of sassions, Properties...

select the target and dick Propertes.

For configurabon of devices assooated weth a target, select Devicas,
the target and then dick Devices, =

e R

2. Select a target of the witness located on the local server and click Connect. Then
click Advanced.

Connect To Target x

Target name:
| ign. 2008-08. com. starwindsoftware:sw-onprem-0 1-witness

[+] add this connection to the list of Favorite Targets.
This will make the system automatically attempt to restore the
connection every time this computer restarts,

[] Enable multi-path

x| coe

3. Select Microsoft iSCSI Initiator in the Local adapter text field.
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4. Select 127.0.0.1 in the Target portal IP.

Advanced Settings ! *
Garersl  [Poec
Connect uging
Local adapter: Microgaft ISCST Iritiator -
Iritiator [F: Default b
Target portal [P 127.0.0.1 3360 -
CAC { Checksum

[Jpata dgest [tseader dgest

[Eratse CHaP lag on
OHAR Log on mformabon

To use, speafy the same name and CHAP secret that was configured on the tanget for this
nitistor, The rame will default i e Initistor Name of the syitem unless another name g
specified.

i, 199 en iy et e -anprem -0 1. starwind local

i misdual au thenScadon

Lise RLADIUS to generste vser suthenboabon orecenbals

Iz BADIUS o sufhenboate target oedenbals

o 11 cona |1 o

5. Click OK. Then click OK again.
NOTE: Do not connect the partner-target for the Witness device from the other StarWind

node.

4. Select another target located on the local server and click Connect. Click Advanced.

Connect To Target X

Target name:
| ign. 200808, com. starwindsoftware :sw-onprem-0 1-csv 1

=] Add this connection to the list of Favorite Targets.
This wil make the system automatically attempt to restore the
conmection every time this computer restarts,

] Enable multipath

] & ] [ o

5. Select Microsoft iSCSI Initiator in the Local adapter text field. Select 127.0.0.1 in
the Target portal IP.
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Advanced Settings ? =
Gemeral  [Pger

Connect usng

Local adanter: Microsoft i5CSI Initiator w

[nitiakor [P: Default

Target portal [P: 127.0.0,1 F 3260 -

CRC [ Chedksum

[ oata digest [[] beader dgest
] Enable CHAP log an

CHAR Log on information

To use, spedfy the same name and CHAF seoret that was configured on the targes for this
nigator, The name vl default to the Initator Mame of the system unless another name is

eperified,
aor, 199 1405 com, microsoft:sw-onprem-0 1, starwind. local
Presrfiorm mutusl uthentication
Use RADIUS to generate user authentication credenbals
Use RADILS to authenbcabe target credentials
o] o | s

6. Click OK. Then click OK again.

7. Select the partner-target from the other StarWind node and
click Connect. Click Advanced.

Connect To Target X

Target name:
| ign. 200805, com . starwindsoftware:sw-azure-0 1-csv 1

[ Add this connection to the list of Favorite Targets.
This wil make the system automatically attempt to restore the
connection every time this computer restarts,

(] Erable midti-path

E=] « || oned

8. Select Microsoft iSCSI Initiator in the Local adapter text field.

9. In the Initiator IP field, select the IP address for the ISCSI channel.
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10. In the Target portal IP, select the corresponding portal IP from the same subnet.

Advanced Settings 7 X

General  [Psec

Connect using

Local adagter: Microsoft iISCST Initator ...
Tritiatar P 192.168,0,231 w
Target partal IP: 10, 10.0. 10 § 3260 e
CRC f Checksum

[ pata digest [ Headsr dgest

[C]Enable CHAP log on

CHAF Log on information

To use, specify the same name and CHAP secret that wes configured on the target for this
nitistor, The name wil default to the Tnitiator Mame of the system unless another name is

specified.
aqn. 199 1-05, com, micresoft:sw-orprem-0 1. starwind Joca
Perform mutual suthentication
Use RADIUS to generate user authentication oredentials

Use RADILS to authenbcate target aedentals

R

11. Click OK. Then click OK again.

12. Repeat the steps 1-11 on the local StarWind node for all HA devices.
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15C5! Initiator Properties x

Targets [Discovery Favorite Targets  Volumes and Devices  RADIUS  Configuration
Quick Cormect

To discover and log on to & target using & basic connection, type the IP address or
DMS name of the target and then dick Quick Connect.

Target: Quick Connect...
Discovered targets
Refresh
Marme Status
ign. 2008-08. com. starwindsoftware:sw-anre-0 1-csv 1 Cormected

ign, 2008-08, com, starwindsoftware:sw-azwre-0 1-mitness  Inactive
ign, 200808, com, starwindsoftware:sw-onprem-01-csv 1 Comnected
lign. 2008-08. com. starwindsoftware:sw-onprem O Lwitness  Comnected

To connect using advanced opbions, select a target and then

click Conmect. o

To completely deconnect a target, select the target and Disconnect
then dick Disconmect.

For target properties, induding configuration of sessions, Properties
select the target and dick Properties.
For configuration of devices assodated with a target, select Devices
the target and then click Devices.

[oc ] comel |1

13. Repeat the steps 1-12 on the StarWind node in Azure, specifying corresponding local
and data channel IP addresses.
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iC5l Initiztor Properties X

Targets Discovery Favorite Targets  Volumes and Devices  RADIUS  Configuration
Quick Connect

To discover and log on to & target using a basc connection, type the IP address or
DMS name of the target and then dick Quick Cormect.

Target: Quick Connect. ..
Discovered targets
Refresh
Hame Status
ign., 2008-08. com. starwindsoftware:sw-anre-01-csv 1 Cornected

Igr, 2008-08. com, starwindsoftware:sw-azure-01-witness  Connected
ign. 2008-08. com, starwindsoftware:sw-onprem-01-csv 1 Comnected
lign. 2008-08. com. starwindsoftware:sw-onprem O1-witness Inactive

To connect using advanced opbons, select a target and then

chek Conmect. o

To completely deconnect a target, select the target and Disconnect
then dick Disconmect.

For target properbes, induding configuration of sessions, Properties
select the target and dick Properties,

For configuration of devices assodated with a target, select
the target and then dick Devices. Devices...

[ oc ][ cancel | [ esl

Multipath Configuration

1. Configure the MPIO policy for each device and specify the localhost (127.0.0.1) as the
active path. Select a target located on the local server and click Devices.
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i5C5! Initiator Properties X

Targets Discovery Favorite Targets  Volumes and Devices  RADIUS  Configuration
Quick Cormect

To discover and log on to & target using & basic connection, type the IP address or
DMS name of the target and then dick Quick Connect.

Target: Quick Connect...
Discovered targets
Refresh

MName Status

ign. 2008-08. com. starwindsoftware:sw-anre-0 1-csvl Cormected

ign, 200&8-08, com, starwindsoftware:sw-anure-0 1-witness  Inactive

ign. 2003 -08, com. starwindsoftware:sw-onprem-0 1-csv 1 Comnected

ign. 2008-08. com. starwindsoftware:sw-onprem-0 1-witness  Connected
To connect using advanced opbions, select a target and then Connect
chick Connect.
To completely dieconnect a target, sslect the target and Disconnect
then dick Disconnect.
For target properties, induding configuration of sessions, Properties

select the target and dick Properties.

For configuration of devices assodated with a target, select
the target and then dick Devices. =

2. The Devices dialog appears. Click MPIO.
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Devices x
MNarme Address
Disk 2 Port 4: Bus 0: Target 1: LUN O

Yolume path names:

Legacy device name: W \PhysicalDrive2

\\#\mpio Sdiskfven_starwind8prod_starwind&rey_00C
Device interface name:

<

»
Configure Multipath 10 (MPIC)

To configure the MPIO policy for a

e e, ek PO,

3. Select Fail Over Only as Load balance policy and then set the local path as active.
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Device Details x
MR
Load balance policy:
Fall Over Only ~
Desiption
The fail over palicy employs one achive path and designates al

other paths &< standby. The standby paths will be tried on &
round-robin approadh upon failure of the active path untl an

available path is fourd.
This device has the folowing paths:
Path Id Status Type Wiemight Session ID
u7704,.. Corme... Aclive nfa D 284 23040 10-4000
7704, Conne... Stendby nja 2840 23d40 10-4000
€ 3
Detaiz Edit....

o 17 cond [ oo

4. Verify that 127.0.0.1 is the active path by selecting it from the list and by
clicking Details.

MPID Path Details X
Fath dentifer: O F04000 1
Sesson idenbifier: fifh2E4e23d40 10-40000 13700000002
Initistor: Micrasaft SCSI Inilator
Cannections
The identified path has the folowing connections:
Scurce Portal Target Portal Cornecton ID
0.0,0,0/25533 127.0.0, 132650 Dl

5. Repeat the steps 1-4 on the second node.
6. Initialize the disks and create partitions on them using the Computer
Management snap-in. Make sure that the disk devices are visible on both nodes.

NOTE: It is recommended to initialize the disks as GPT.

Creating Failover Cluster
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1. Open Server Manager and select the Failover Cluster Manager item from

the Tools menu.
2. Click the Create Cluster link in the Actions section of the Failover Cluster Manager.

3. Specify the servers to be added to the cluster.

-E Create Cluster Wizard

I'a'ﬁl Select Servers
]

Before You Begn i e names o all e sesrvers that you wani fo have infhe clesler. Yiou must add af keasi ore server.

Wabdabion YW amag
Aczass Poinl for Enter sorver ramn [ | Erowse
D L

Custer Sebertnd pmrvan | w-mure-01 sarwnd kcal

Corlrmalion
Crmating Mesw Clusber

Summeny

<Bewas [ Heer || Conoel

4. Validate the configuration by passing the cluster validation tests.

E Create Cluster Wizard

'a? Validation Warning
’

Before You Begn For the senwes you selached for fhs duster_ fhe mepors om chuster configuation valideton (ests
5 % F mppesr o be missng ormoomplste. Momeof supposs & custer schution only £ the complete
T ponfiguestion: (sereers, retwork and stomge! can pass all the iests in the Validate 8 Configumtion

" nss Poird lor Dby o it i s conligurad beaiy before comt -
Admurigiancsg fha

Custer

& H When | dick Nest. run configuraion validefion issts, and then retus to e pocess of cresting

O Mg. | donot reguine suppon from Micrsoft for this custer, and thenefons do riot want o un e
=~ vakdation tests. ¥When | click Ned, confinue ceating the clusber

[More pbout choster vabdation tests

F7 = =

5. Once the validation is completed, click Finish.
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& validate a Configuration Wizard x
w Summary
Before You Begin s  Testing haa completed for the tests you selected. To confien that your cluster solution s supported,
S ,]n you must run ol tests. A cluster sciution i supported by Microaoft only i you run al cluster
esting Options S5 valdation tests, and all tests succeed fwith or without wamings)
Corfemation
Node A
SR sw-azure-01 starwind local Valdated
m sw-onprem-1 starwind local Vabdated
Result
List BED'S infomation Success
List Disks Success
Lisi Diskes To Be Validaied Success
Lt Ernaronment Wanahles Successy
List Fbee Channel Host Bus Adapters Success
List Host Guardian Service chent configuration Success -
To cloos e v, e Ak Ve Fpon Jow Proot.-
[(Ewn ]

6. Specify Cluster Name and IP addresses for two subnets: On-Premises and Azure
networks.

B Create Cluster Wizard X

ﬁ Access Point for Administering the Cluster

Type the name you want to use when administering the: cluster

Cluster hame: |:m1whl:{l'l |

The NetBI0S name is limited to 15 characters. One or more [Pv4 addresses could not be configured
ﬂ'm'tnrmﬁcdy. For each network to be used, make sure the network s selected, and then type an

address.
Creating New Clust
LTEEN] NEW LALEREET a
s M 152 168.00/23 192 . 168 . 0 .0
% 10.10.0.0/26 m . o . 0 .00

< Previous Nead > Cance!

7. Make sure that all the settings are correct. Click the Previous button to make any
changes.
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a.i Create Cluster Wizard b4
]'3? Confirmation

Bafora You Bagin Yiou are ready 1o ereale a cluster.

5 5 The weizard will create your cluster with the falowing settings:

Access Point for ”

Admiristerng the Cluster

e aw-awhe01

Corfimation Mod

Creating MNew Cluster

sw-m'lpmm-l:lT slanverd local

ww-azure-]1 starwind local

Cluster registration

DM and Active Dinectory Domain Senvices

] Add =l elipible storage to the cluster.
Tao continue, dlick Nest_

Summary

<povon | [T ] | Coos

NOTE: If the checkbox “Add all eligible storage to the cluster” is selected, the wizard will
try to add all StarWind devices to the cluster automatically. The smallest device will be
assigned as a Witness.

8. After the cluster creation process has been completed, the system displays a report
with a detailed information.

9. Click Finish to close the wizard.

Adding Cluster Shared Volumes

1. Open Failover Cluster Manager.

2. Navigate to Cluster->Storage -> Disks.

3. Click Add Disk in the Actions panel, choose StarWind disks from the list, and click OK.
4. To configure a Witness drive, right-click Cluster->More Actions->Configure Cluster
Quorum Settings, follow the wizard, and use the default quorum configuration.
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B Failewer Cluster Manager
File Action View Help
= | 2w Hm

Bl Failower Cluster Manager | Cluster sw-swhe-01 starwind. laeal
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Configure Fole ¢ of Cluster sw-swhc-01
Validste Cluster.., 1 has 0 chstered robes and 2 nodes.
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Add Node wr gworprem 01 Subwrwets: 2 1Pvd and 2 IPvE

renks: Bone in the last hiiormge Spaces Dirsct (S20): Dissbled
Chase Connection
Feset Recent Events
Mare Actions » ‘Caonfigure Cluster Quorurn Settings... =i )
Vieew Capy Cluster Robes... 3us versions
Refresh Shut Deven Clustes.., -]
Properties Destroy Cluster...
Help Move Core Cluster Resources »

H 4 Custer-fmer Cluster-Aware Updating

NOTE: To avoid an unnecessary CSV overhead, configure each CSV to be owned by one
cluster node. This node should also be the preferred owner of the VMs running on that
node.

5. Right-click the required disk and select Add to Cluster Shared Volumes.

B Failower Chuster Marages

File Actecn  View Help

| # H S

E Failower Cluster Marager | Diisics (2)
- ww-gachac -0 stanwind Jocal m _Dwieu En
¥ = Rele . &

i Hodes Hame S Assigresd T Cnamer hode Diskc Whumbesr Patition Shle  Capaciky
¥ i Sorage 4 Chuster Cuuic 1 (%) Crine formiscle Slomge e 11 3 e
& Diks 5 Cusster Cusic 2 () Cvine Disk. Winess in Dususs G | Bring Lfine BT
& Peais s Take Cffline
i!?ai"“f:""“ [C5 Add 1o Custer Shared Volumes
[5] Cnnter Evaras B information Detsils
4] Show Critical Events
Bi Replicabon ¥
B} More Actions .
W Remoe
: Proparties

Once the disks are added to the cluster shared volumes list, you can start creating highly
available virtual machines on them.

NOTE: To avoid the unnecessary CSV overhead, configure each CSV to be owned by one
cluster node. This node should also be the preferred owner of the VMs running on that
node.

6. Check the Server Name Dependencies. For two different subnets, the OR dependency
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type must be configured for the failover between locations.
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1. Create a VM(s) on a cluster node. Use CSV to host the VM(s).

StarWind Virtual SAN: Hybrid Cloud Configuration Guide, VSAN Deployed as a Window
Application and Azure Instance using GUI


https://www.starwindsoftware.com/resource-library/wp-content/uploads/2017/01/starwind-virtual-san-hybrid-cloud-for-azure-89.png

StarW:.nd One Stop Virtualization Shop

HYPERCONVERGENCE

I M Virtual Machine Wizard b

ca Specify Name and Location

Before You Begin Choose & name and locarbon for s wirtual machine.
Speafy Name and Location Thee: rame is displayed in Hyper 4 Marager. We recomsend that you use 3 name that helps you easly
Specty Generaton identify this virtual machine, such as the rame of the guest operaiing system or workioad.
Assign Memary Haze: [ |
Condigure Habworking Yiow ean create & folder or use an existing foider b store the virtusl machine. If you donl sslect a
Eonnect 'irtual Hard Disk folder, the wirtual machine is stored in the default folder configured for this server.
Trartsllation Opiana [+] Store the virtual machine n a dferent locaton
ATy Liscabon: |C"£Lutu'5-ura-:e'|'l‘dm]'l. Erowss, ..

b T you plan b take checkpoints of this virtusl sacking, sekect 8 lacation hal has enough free
space. Checpoints indude virtual maching data and may require a lrge amount of space.

< Previous [Finish Canced

2. Open the VM settings to enable Live Migration between nodes with different processor
versions.
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3. Install the OS on the VM.
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4. Perform Live Migration and VM failover between On-Premises and Azure nodes.
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Conclusion

By following the steps and recommendations presented in this document, IT
professionals can leverage the benefits of combining on-premises and cloud resources
while ensuring data availability and disaster recovery capabilities. This hybrid cloud
setup offers flexibility and scalability for various virtualization workloads, contributing to
a robust and efficient IT infrastructure.
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