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Trademarks

“StarWind”, “StarWind Software” and the StarWind and the StarWind Software logos are

registered trademarks of StarWind Software. “StarWind LSFS” is a trademark of StarWind
Software which may be registered in some jurisdictions. All other trademarks are owned

by their respective owners.

Changes

The material in this document is for information only and is subject to change without
notice. While reasonable efforts have been made in the preparation of this document to
assure its accuracy, StarWind Software assumes no liability resulting from errors or
omissions in this document, or from the use of the information contained herein.
StarWind Software reserves the right to make changes in the product design without
reservation and without notification to its users.

Technical Support and Services

If you have questions about installing or using this software, check this and other
documents first - you will find answers to most of your questions on the Technical Papers
webpage or in StarWind Forum. If you need further assistance, please contact us .

About StarWind

StarWind is a pioneer in virtualization and a company that participated in the
development of this technology from its earliest days. Now the company is among the
leading vendors of software and hardware hyper-converged solutions. The company’s
core product is the years-proven StarWind Virtual SAN, which allows SMB and ROBO to
benefit from cost-efficient hyperconverged IT infrastructure. Having earned a reputation
of reliability, StarWind created a hardware product line and is actively tapping into
hyperconverged and storage appliances market. In 2016, Gartner named StarWind “Cool
Vendor for Compute Platforms” following the success and popularity of StarWind
HyperConverged Appliance. StarWind partners with world-known companies: Microsoft,
VMware, Veeam, Intel, Dell, Mellanox, Citrix, Western Digital, etc.

Copyright ©2009-2018 StarWind Software Inc.

No part of this publication may be reproduced, stored in a retrieval system, or
transmitted in any form or by any means, electronic, mechanical, photocopying,
recording or otherwise, without the prior written consent of StarWind Software.
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Introduction

With the increasing popularity of private cloud infrastructures, automation of storage and
hypervisor management becomes even acuter.

To provide the utility for managing Hyper-V virtual machines, Microsoft has released
System Center Virtual Machine Manager (SCVMM). This functionality has been initially
introduced in SCVMM 2012 SP1 as well as the support of SMI-S standard. Now, the VMM
console allows users creating, removing, marking, formatting, assigning, and connecting
disks to the Hyper-V hosts. Originally, these tasks were performed via utilities provided
by the storage array manufacturers with complicated management.

Storage Management Initiative - Specification (SMI-S) is a standard of disk storage
management. SMI-S is based on the Common Information Model (CIM) open standard,
Common Information Model (CIM), and the Web-Based Enterprise Management (WBEM)
technology. SMI-S is certified as an I1SO standard and is supported by many storage
system vendors.

SMI-S is fully supported in Windows Server 2016 by the Storage Spaces functionality.
Storage Spaces enables the use of SMI-S in PowerShell scripts for automation.

Disk array manufacturers also have to ensure SMI-S support by their products. They
typically provide a so-called SMI-S provider or an «agent» that mediates the
communication between an SMI-S client and a server storage array. An SMI-S client is

connected to the SMI-S provider via CIM-XML protocol, while the SMI-S provider itself can
use proprietary interfaces to manage the disk array.

Installing And Configuring Starwind Smi-S Agent

StarWind offers free SMI-S provider for storage management called StarWind SMI-S
Agent.

1. To install the latest version of which is fully compatible with SMI-S provider, download
the StarWind setup executable file from the website by following this link:

https://www.starwindsoftware.com/starwind-virtual-san#Hyper-V

2. Launch the downloaded setup file on the server where StarWind Virtual SAN or one of
its components should be installed. The setup wizard will appear.

3. Read and accept the License Agreement. Click Next to continue.
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4. Carefully read the information about new features and improvements. Red text

indicates warnings for users who are updating existing software installations. Click Next
to continue.

5. Click Browse to modify the installation path if necessary and Click Next to continue.
& Setup - StarWind Virtual SAN —

Select Destination Location
Where should StarWwind Virtual SAN be installed?

Setup will install Starvind Virtual SAN into the following folder.

To continue, dids Mext, If you would like to select a different folder, dick Browse.

C:\Program Files\StariWind Software!Stariind Browse...

At least 1.5 MB of free disk space is required.

6. Select the

required components for the minimum setup including SMI-S Agent as shown in the
screenshot below, and click Next to continue.
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& Setup - StarWind Virtual SAN —

Select Components
Which components should be installed?

Select the components you want to install; dear the components you do not want to
install. Clidk Mext when you are ready to continue,

Starwind Virtual SAN Service w
[|] Service 36.5MB A
Loopback Accelerator Driver
... [] Cloud Replicator for VTL 25.5MB
[ ] 5PTD Driver {Alternative driver for exporting physical devices)
StarWind Management Console 34.0ME
[ ] Configure user account for Web-access to Management Console 0.1MB
Integration Component Library 52ME
... [#] PowerShell Management Library 2.6MB
m ] H [ ] o

Current selection requires at least 38.0 ME of disk space.

Start Menu folder and click Next to continue.

7. Specify

8. Enable the checkbox Create a desktop icon if needed. Click Next to continue.
&) Setup - StarWind Virtual SAN —

Select Additional Tasks
Which additional tasks should be performed?

Select the additional tasks you would like Setup to perform while installing StarWind
Virtual SAM, then dick Mext.

Additional icons:

LCreate a desktop iconi

components to install and click the Install button.

9. Check the
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10. The installation wizard will ask you to configure the SMI-S Agent. This step can be
skipped to complete the components installation.

@ Sctup - StarWind Virtual SAN —

Installing
Please wait while Setup installs StarWind Virtual SAM on your computer.

Installing the StarWind SMI-5 Agent service. ..

Setup

o Would you like to configure the SMI-5 Agent right now?

Yes Mo

Cancel

After
StarWind SMI-S Agent is installed, it can be configured with StarWind SMI-S Configurator.

11. StarWind SMI-S Configurator can be launched from the Start menu. Alternatively,
press Win + R, type StarWindSMISConfigurator in the Run window, and click OK.

12. The StarWind SMI-S Configurator window will appear.
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© StarWind SMI-5 Agent Configurator
= Debug Settings
Log Level 3
= StarWind Storage System Host
StorageSystermMame TestStorage
StorageSystemlIPAddress 192.168.0.229
StorageSystemPort 3261
= Authentification
StorageSystemlbogin root
StorageSystermnPassword =
= Concrete Pools
= Concrete Pool #0
Mame Flat
Type Image file
path My Computer,E'
= Concrete Pool #1
Mame L5FS
Type L5F5 Disk
path My CormputerEY
2 Concrete Pool #2
Mame HA
Type HA Image
= First Node
path My CormputerEY
AutoSynchEnabled 1
firstModeALUAOptimized 1
partnersynclnterfaces ¥pl=172.16.20.3:3260
partnerHBInterfaces #p2=172.16.10.3:3260
AuthChapType none
AuthChapleogin
AuthChapPassword
QK Cancel Help
13.In the

StorageSystemName text field, specify the name for a disk array, e.g. TestStorage.
14. Specify the address of the host running the StarWind service.
15. Leave the number in the StorageSystemPort field unchanged.

NOTE: StarWind service management Port (3261) and the Port 5988 which provides
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access to StarWind SMI-S Agent should be free.

16. In the path fields, specify correct paths to folders where StarWind disk device images
will be stored.

NOTE: When fill in the path fields, use the same format as the one used for the creation
of virtual devices in StarWind Management Console.

17. Click OK to apply the settings.
NOTE: By default, there is no password to access StarWind SMI-S Agent. To change these

settings, modify the cimserver_planned.conf file located in the installation folder of
StarWind SMI-S Agent. Add the following command line to the file:

enableAuthentication = true

Save the file and restart the StarWind SMI-S Agent service. Then, add the following to the
command line:

cimuser-a-u <username>-w <password>

The <username> field should be filled in with the name of the existing account on the
host that runs StarWind SMI-S Agent.

Connecting Smi-S Provider To Scvmm 2016

To enable disk array management using VMM, connect the appropriate SMI-S provider.
1. Click the Add Resources button on the toolbar of the SCVMM console.

2. Select Storage Devices.
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E Storage Administrator - VaAN-U Lravilocal - Virtual Machine Manager |evaluation Vers:
ﬁ Home Storage Provider
'ﬂl_ - 3 ., | A g -
= =l ) !
Create Storage  Create  Create File Create Storage Create Add Allocate | Owerview | Fabric
Classification Legical Unit  Share QoS Policy = Resources = || Capacity Resources
Creat ! | Hyper-V Hosts and Clusters Shon
Fabric < Providers (1) ;’ Vhware ESX Hosts and Clusters
4 & Networking ‘ #% Library Server
'r_ﬂ'rr Logical Metworks Name @l | PXE Server
il MAC Address Pools & 192.168.0.229 i Update Server 8
2 Load Balancers 3‘4 Infrastructure Server
E VIP Templates Ea VMware vCenter Server
-m, Logical Switches | | ZS.'E Network Service

Port Profiles 3
_ Storage Devices
gy Port Classifications

j’.] Network Service Add Storage Devices

- Storage

EE Classifications and Pools

1 Providers

Arrays

7 File Servers

ag Fikre Channel Fabrics

5 Qo5 Policies L 5]
. . 3. Specify the
type of the storage provider. Select the SAN or NAS devices discovered and managed by

a SMI-S provider radio button.
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S Add Storage Devices Wizard X

= Select Provider Type

Select Provider Type ‘ Select a storage provider type

Specify Discovery Scope Before you begin this wizard, you might have to manually install storage provider software. Select the

storage provider type that matches the type of device you want to manage.
Gather Information

() Windows-based file server

Select Storage Devices ®) SAN and MAS devices discovered and managed by a SMI-S provider

Summary ) SAN devices managed by a native SMP provider

() Eibre Channel fabric discovered and managed by a SMI-S provider

Previous | Next || Cancel |

4. Select SMI-
S CIMXML protocol and enter the address of the host where StarWind SMI-S Agent is
running.

5. Specify the user name that will be used by VMM for authorization on StarWind SMI-S
Agent. If there is no appropriate user, create it by clicking the Browse button.
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S Add Storage Devices Wizard X

= Specify Discovery Scope

Select Provider Type Specify protocol and address of the storage SMI-S provider
| Specify Discovery Scope ‘ Pratocal | sMI-s cIMxML v]

Gather Information Provider IP address or FOQDN:
Select Storage Devices |vsan—02 ’ |

TCP/IP port 5088 [
Summary

[] Use Secure Sockets Layer (55L) conmection

Run As account.  |VSAN-02_Admin | [ Browse..

| PBrevious | | Next | | Cancel | 6 |f th
. e

wizard succeeds in connecting to the provider, it will show all available disk arrays. The
image below illustrates that the wizard has detected the StarWind storage device called
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& Add Storage Devices Wizard X
= Gather Information

Select Provider Type Discover and import storage device information
specity DiscoveryScore  [HNNIRNIENIRINENERE RN IR NREA RN R R AR
Gather Information ‘ Storage Device | Manufacturer | Model | Capacity
Select Storage Devices StarWind Storage Array - TestStorage StarWind Software Inc. Enterprise HA 119.62 GB
Summary

| Previous | | Next | | Cancel |

TestStorage 7

. Click Next and select the pools to be assigned to VMM. Each selected pool has to be
classified. If there are no classification options yet, click Create classification to carry out
the required action.
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& Add Storage Devices Wizard

= Select Storage Devices

Select Provider Type Select storage devices

Specify Discovery Scope Select the storage pools you want to manage and assign a storage classification. Logical unit (LUN)
information will be imported from the storage pools. You can create classifications if required.

(Gather Information =
Storage Device Pool ID Total Capacity | Classification | Host Group
Select Storage Devices
StarWind Storage Array - TestStorage 119.62 GB i
Summary O ConcretePool_TestStorage_Flat  TestStorage;0 3987 GB
ConcretePool_TestStorage_HA ~ TestStorage;2 3987 GE GOLD =
I:‘ ConcretePool_TestStorage_LSFS  TestStorage;1 39.87 GB

Create classification...

| PBrevious || Next || Cancel |

8. Summary

displays the information regarding disk array, provider, and pools to be managed by
VMM. Confirm the specified settings by clicking Finish.
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S Add Storage Devices Wizard X

Select Provider Type Confirm the settings
View Script

Specify Discovery Scope

Gather Information Resource type: Storage device

Discovery scope: vsan-02.ravi.local

Select Storage Devi
Flect storage Devices Storage provider type:  SMI-S CIMXML

Summary Managed storage pools: ConcretePool_TestStorage_Flat

Array: StarWind Storage Array - TestStorage
Total capacity: 39.87 GB

Manufacturer: StarWind Software Inc.
Model: Enterprise HA

Classification: GOLD

ConcretePool_TestStorage_HA

Array: StarWind Storage Array - TestStorage
Total capacity: 39.87 GB

Manufacturer: StarWind Software Inc.
Model: Enterprise HA

Classification: GOLD

Managed file shares:

PBrevious || Finish || Cancel

Creating A Logical Unit
1. To add a new logical unit, click Create Logical Unit on the toolbar.

2. In the Create Logical Unit dialog, select a storage pool, specify Name and Size of an

StarWind Virtual SAN ® Automating Management with SMI-S in System Center Virtual Machine 14
Manager 2016



StarW:.nd One Stop Virtualization Shop

HYPERCONVERGENCE

Create Logical Unit >

Specify the settings for the new logical unit

Storage pool: ConcretePool_TestStorage_Flat ¥
Classification: GOLD
Storage array: StarWind Storage Array - TestStorage

Available capacity: 2077 GB
Allocation percentage: 23 %
MName: tes.li

Description:

Size (GB): 1=

Host group: -

o ][ o

LU, and click OK 3. The
newly created device appears in the list (view the Name column).
Name - | Type | Size | Available Ca.. | Assigned | Description | Provisioning Type
= & GOoLb Classificati... 7975 GB 79.55 GB
= M ConcretePool_TestStorage_Flat Storage p... 39.57 GB 39.77 GB ConcretePoo|_TestStorage_Flat
L test] Legical unit 10,00 GB Ne Fixed
s ConcretePool_TestStorage_HA Storage p... 39.87 GB 3977 GB ConcretePool_TestStorage_HA

NOTE: The new logical unit testl is not assigned to any host, which is displayed by the
value No in the Assigned field.

After this operation, StarWind Management Console displays the new device imagefilel.

The device is active and connected to the target. Note that the image file location is My
Computer\E.
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© StarWind Management Console - u] X
FILE HOST TARGET TOOLS OPTIONS HELP
&) ;\Y E'jl- EJX + + = x
J @ = = [camm] [camn] e
Refresh  Connect Disconnect Add Server Remove Server Add Device Add Device (advanced) Add VTL Device Remove Device Help
4 L—E' Servers
[ veano2 12700 E2 jmaGERILET
< restutas X Remove Device % Force remove Device & Attach to Target.. & Detach from iqn.2008-08.com starwindsoftwarewsan-02 ravilocal-testlu123 & Extend Image Size...
) imagefilet X Replication Manager
[ vean-03 ¢ 192.1¢ Device imagefile1
Virtual Disk My Computer\E\\testlu123.img
Persistent Reservations Yes
Size 1GB
Virtual Disk Sector Size 4096 Bytes
Read-Only Mode No
Serial ld BCBC1ES7DEAC3T31
Asynchronous Mode Yes
CACHE
Mode N/A
StarWind Software | Ready 4

Allocating Storage Pools And Logical Units

SCVMM allows allocating storage pools and logical units to different Hyper-V hosts and
host groups. To make a storage pool or logical unit available for a host or a host group,
allocate them to a particular host or host group.

1. To allocate storage pools and logical units, click Allocate Capacity on the toolbar

[l Administrator - VSAN-U Lraviiocal - Virtual Maching Manager (Evaluztion Version - 113 Gays remaining)

X
[ [ ~@

ar - . T #Senices Ed PowerShell
S = = o 3 .
> = " , S By [ sobs
Create Storage Create Creste Storage Create Add Mliocate | Overview | Fabric
Classification  Logical Unit oS Policy - Resources = Capamny Resources i' Hosts/Clusters | [IjPRO
Fabric < | Classifications (1), StoragePools (2), an( Allocate Capacity
e o . =
B | ogical Switches =
. Name | Type | size | Available Ca.. | Assigned | Description | Provisioning Type
= s
il Port Classifications = Ba GoLD Classificati.. 79.75GB 7955 G8
g ConcretePool TestStorage Flat  Starage p. 3987 GB 3977 GB ConcretePool_TestStorage_Flat
£ Network Service - g ge g
i 3s L ConcretePool TestStorage HA  Storage p.. 3287 GB 3977 G8 ConcretePool_TestStorage_HA
torage
B Classifications and Pooks
& Providers
Arrays "
F File Servers 3
S¢' Fibre Channel Fabrics
% QoS Policies

¥ VMs and Services
2. Fabric

& Library

2. In the AIIocate Storage Capacity dialog box, click on the Allocate Storage Pools and
Allocate Logical Units buttons.
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E Allocate Storage Capacity o

Select a host group to view the capacity information for hosts and clusters and
allocate storage logical units and storage pools

Hostgroups: |8 AN Hosts )

Storage capacity for this host group inchudes storage allocated to the parent host groups.
Starage capacity for hosts in this hest group

Lacal Remate
Total capacity: 6500 GB Total capacity: 0GR
Aualable capaeity: 43.52 GB Avnilable capaety: 0 GB

Alloeated storsge far this hest group

Logical unts Allocate Storaoe Pools_
Mumber of logical units 0 -
Toital capacity: 0GB bog
Svailable capacity: 0Ga
Storage gools: ) ) )
Mame | Classification | Total Capacity | Description |
| Dos |

3. In the Allocate Storage
Pools window, select the Display as available only storage arrays that are visible to any
host in the host group checkbox to verify that storage pools are available on the
network.

4. Select a storage pool and click the Add button.
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n Allgcate Storage Pools x

Allocate storage to this host group for virtual machine workloads

The sicrage allocated o a host from an mdiidual storsge pocd s used cnly Tor virtual maching workloads.

B Display as svalable only storage amrays that are visible 1o any hast in the host group

Avplable fiocage pacls:
lﬁwﬂtm | Clasaacation | Total Capacity | Available Cagacity | Description
ConcretePosl TertStorsge_Flat GOLD METCR 3748 GB ConcretePosl TestSta

=
Wigcated storage pooly £l
lﬁqueﬂwl | Claasfaanon | Total Capacity | Avalable Capactty | Hoat Groups
ConcretePool TentShorage HA GOLD 3WETGE ITABGE Al Hait
e s [ ox ][ e |

5. Repeat the steps 1-4 for every

storage pool and click OK.

NOTE: In case the storage pools disappeared from the list after selecting this checkbox,
refresh the information on a Hyper-V host and storage provider:

e To refresh information on a Hyper-V host, click Refresh on the shortcut menu of a
respective host.

 To refresh information on a storage provider, click Rescan on the shortcut menu of
SMI-S provider.

If storage pools aren’t displayed on the list, check the firewall settings, network paths,
network zoning, etc. and make sure that the Hyper-V hosts from the group have access
to the StarWind VSAN service.

6. Follow the same procedure to allocate the logical unit to the All Hosts group.
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Allocate Logical Units ot

Allocate storage to this host group for virtual machine workloads

The logical units allocated to the host group can be assigned to hosts, clusters, or virtual machines.

[ ] Display as available only storage arrays that are visible to any host in the host group

Available logical units: | -

Array | Classification | Total Capacity | Logical Unit

Add Remove
: i || »

Allocated logical units:

Array Classification | Total Capacity | Assigned | Host Group | Logical U...

Bl Pool Mame: ConcretePool_TestStorage_Flat

StarWind Storage Array - TestStorage GOLD 10.00 GE No All Hosts test

View Script oK

Connecting Logical Units To Hyper-V Hosts

1. To connect a logical unit to a Hyper-V host, choose a host and click Properties on the

StarWind Virtual SAN ® Automating Management with SMI-S in System Center Virtual Machine 19
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Server Tools

Q

Refresh Refresh Virtual

Folder  Host

S Restart

Fabric

4 3 servers
Al ot
4+ & Infrastructure
% Library Servers
o PXE Servers
2 Updiate Senver
3 vCenter Servers
VMM Server
4 & Networking
41 Logical Networks
8 MAC Address Poois

B S ol PSRN - FAPAP | A - Wikl BARCPSR WA B SSRI VERISA - 1 Y Fmn
- e Tomoes hoar
F s | B Lt Varbearr Ve g L Cinber gty By _al . -
. H;-' Blmim b P Ui . cai: e l* = =
i bt S — AR Metmting =
= - [
Py Tr—
Fry | M Head M B ik At
L bt [ err—r— = e [rm——
& Loy e
T p— &
B Upntinte Lt
i v =
Pt e | -
¥ i Pemmaening Tl b
& Lo barbmerky T3 Bbeed Vol Maltoiuri
[ LTTE e T SN =
2 Lo B B
BV Tl £ e
i o
Pt Pt @
& ot G B Voo Bt
Y - B S Mmntemani R
£ | e R
| PSR - B b g Cimemard
= W Sy L Costm sy Py
fr— B e i it ey
L b |
3, Paew Doae T L
- Al Vo Heaking
- e
shortcut menu. S Bty 2.1n
the Properties window, click Storage on the left pane.
a Aammstator - AN aviocal - Vi verson- .
~@
T Strt Mainenance Mode @ Apply Latest Code negrity Pok 1 =
T e W |-
(@ViewStatus [ Run Script Command o N"f;qw Remove | Properties
< hoss)
[ 5
Nome tost Status ~[Role Job Status - [PUverse Ivaiabie Memory = [Opersing ysiem
P venQ2rmiioal X 17868 Wicrosot Windows Server 2018 Daacenter
vsan-02.ravillocal Properties X
General Storage
Satus % Aga| X remove
L | Ada ik =
i [ Adascsiamey J it 0 6000
- A Fiee Gannel Aray
Add il Share
hame

523 Load Balancers

Templates
B Logica Switches
& Port rofes
o Port Classications
2 Network Senice
Storage
B Classifications and Pools
% Providers
Arrays
2 File Servers
' Fibre Channel Fabrics

2 QoS Polices

e VMs and Services
G Fabric

& ubrary

[ Jobs

(7] Settings

Virtual Machine Paths 4000 GB (3748 GB av.

. ©15CSl Arrays
& Fibre Channel Arrays
Storage
£ 5AS Arrays
Virtual Switches
© File Shares

Migration Settings

Placement Paths

Seniicing Windows

Host Guardian Service:

Custom Properties

vsan-02.ravilocal

Status

Cussivcation: (Lot 5
Pation sy GPT

Status: @ Online

Volumes

Volume Label  Total Capacity | Mount Points

3987G8 EANNWolume(f02fbaa0-02fa-4..

Storage.

Hoststatus:  OK
Date modified: 2/21/2018 114136 AM

Host Fabric

Virtual machines: 0

Storage disks: 2
Virtualization software: Microsoft Hyper-V
(@260 GHz Intel
40068

Processor:

Memory:

&

A =

Storage used: 2149 GB

3. Click Add iSCSI Array to add a disk array.

Recent job

Managed computer job: No recent job
Job status:

Host jobs Refresh host
Job status: 100 % Completed
Compliance

Compliance status:
Operationa status:

Lastscan:

4. In the Create New iSCSI Session dialog, select a disk array and click Create.
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Create Mew iSCSI Session x
Array: i StarWind Storage Array - TestStorage )
5M name: TestStorage

Total capacity: 119,62 GB
Storage pocls: 3 (2 managed)

[ ] Use advanced settings
Target portal:
Target name:

Initiator IP:

Create | | Cancel
The new disk array

appears on the Target portals list on the Discovery tab of an iSCSI Initiator Properties of
the selected Hyper-V host.

5. Open Microsoft iSCSI Initiator on the Hyper-V host to check the target portals. In this
case, 172.16.10.2 is an IP address of the host where StarWind VSAN is installed and

i5C5l Initiator Properties >

Targets Discovery  Favorite Targets  Volumes and Devices  RADIUS  Configuration

Target portals
The system will loak for Targets on following portals: E REﬁESh i
Address Port Adapter IF address
172.16.10.2 3260 Microsaft iSCSI Initiator 172.16.10.2
To add a target portal, didk Discover Portal. Discover Portal. ..
To remove a target portal, select the address above and REmove
then dick Remave, =
running. After the
new array has been added, new disks can be based on it and the existing ones

connected.

6. Click Add and then Add Disk to connect a new disk to the host.
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B bore o | How ]
N N Oswoo Power On  { Start Maintenance Mode (@ Apply Latest Code Integrity Policy | 7 Remove Cluster Node % i - =
QB QS o v B oo | &

- Connect View Remove = Properties.
TR Dreet @Viewsus b RunseptCommand RS Networkng

Fabrc < Hosts )
[ 5
Name. | Host Status - | Role Job Status - | o Average | Available Memory - | Operating System
& vsan-02.avilocal 174GB Microsoft Windows Server 2016 Datacenter
vsan-02ravilocal Properties X
General Storage
status [ Ada| X remove
X = [ Agapisc [— Armay - TestStorage
4 ANewokng [ | Hardware ‘Add iSCSI Ay - e
L Host Access Add Fibre Channel Array apacity: 1196268
= s e g
823 Load Blancers Vitual Machine aths 4000 GB (3748 GB .
VP Templates Th
[ i5CSI Array ol
B Logical Switches Reserves ” session by clcking Create Session.
& Port Profes St
—
 Fibre Chan
Virtual Switches Fibre Ch
5 5AS Arays
Migration Setings
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Serviing Windows
HostGuardian Service
Custom Properies
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View Scpt oK Concel
staus v Cec] Recentjob
Hostatatus 0K Vitual machines: 0 Managed computerjob: No recentjob
Tor— Date moified: /21/2018 114136 AM Job status:
x VMs and Services Host job: Refresh host
4 Fabric Job staus: 100% Completed
Host. Fabric
& ubrary Storage disks: 2
[ sobs Virtualization software: Microsoft Hyper-V Storage used: 21.49 GB
X Processon ©260GHz Intel
[7) Settings
Memory 20068

A

NOTE: Since the logical unit testl has been allocated to the host group All hosts, it was
automatically chosen from the list of available devices.

B wsan-02.ravilocal Properties X

Genaral 5[0h?l§|13‘

Status g add M Bemove

Hardwe E Disk Logical umit: | test * | [Create Logical Unit| *
& WAPHYSHCAL DRVED Lisgicad umst Iz TOLACOFTERRDOR]G
Ferit Acord Z500 GB (685 GB avae  prgee StarWind Storege Ay - Testtonage
WAPHYSICALDRNE v |l
Vi e achirng Faths - R Classification: | [Inherit classificataon] L hewe

S 1000 GB
& Hew Volume =
Beserces 10000 G Fesreak mew ek

_ = 1SCS Arrays [#] Frmat this volume a5 NTFS volume with the following set
Eartition shyle: GRT '

Seariing Storage .

“iirtual Switches 119062 GF oliime Labet New Volume E
= Alccation unit size: | Default
Migration Settings Fibwe Chanmel Arrays =
[f] Qusicle formmat
= A —
Flazement Fathd A% Arrays [] Farce format even if a Slesystem is found
= File Shares. Wil e
i ¥ fiszsign the following drive lebten F b
5 s
Horit Guirdien Sarvice Mtount im the following empty NTFS folden
Custom Propertees Do mot assign a drve better or drve path

ew Script Le i o 7. Click the Create

Logical Unit button (green underlined) to create a new logical unit right from this
window. As soon as the logical unit is selected, the system provides all information
available for it. VMM suggests the disk initialization, its formatting to NTFS, and assigning
a disk letter to make a logical unit available for VHD-files of VMs.

8. Click OK to connect a logical unit to a Hyper-V host.
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9. The host has been connected to the iSCSI target
ign.2008-08.com.starwindsoftware:vsan-02.ravi.local-testl, and a new 10GB volume has
1551 Initiator Properties X

Torgets Discovery Favorite Targets Volumes and Devices RADIUS  Configuration
Quisck Connect

To discover and log on to & target wsing a basic connection, type the IP address or
DS name of the target and then didk Quick Connect.

Target: | Quack Connect...
Discovered targets
Name Status

ign. 2008-08.com.starwindsoftware:vsan-02.ravi.local-test 1 Connected

been formatted to NTFS. L€ %
== Dick 3
Basic New Volume (F)
9.97 GB 997 GB NTF5
Online Healthy (Primary Partition)

10. Right-click Classification and Pools of the SCVMM 2016 Console and to make sure
that the details of a logical unit testl have been updated. The property Assigned should
display the value Yes.

i - " | Tree |3 | Aaduhs Copacity | Assigra
= [§ cown Classfeabon TR GE 5askeE
B L Concretefoo! TestSioragpe Flst Storage pool S4TGB MTT R
o el Logual uni 10.00 GB et
(=5 Lesgaral una 1000 GB Ha
i Concretefon]_ Testhiorape HA Storage pool 3987 GB nrree

NOTE: The same information is displayed on the Target List tab of StarWind Management
Console.

11. The iSCSI Sessions section shows the initiator
ign.1991-05.com.microsoft:vsan-02.ravi.local as currently connected to the selected
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& StarWind Management Console
FILE HOST TARGET TOOLS OPTIONS HELP

e )“ ET = + + “;I- X
L @ - = [com] — 7
Refresh Connect Disconnect Add Server Remove Server Add Device Add Device (advanced) Add VTL Device Remove Target  Help
“ I-_El Servers
“ El VSAN-02 ( 127.04 O_TESH
“ <>' test]
Target ION ign.2008-08.com.starwindsoftwarevsan-02.ravi.local-test1
Com } .
imagefile1 Clustering No
Group General
3 Devices (1 =+ Add Device @
Device Name LUN Device Type State Device Size
= imagefile1 0 FLAT Active 10 GB

<& iSCsl Se

ssions (1 @

[% iqn.1991-05.com.microsoft:vsan-02.ravilocal

.
—L— CHAP Permissions (0) =+ Add Permission ®

target. When
a logical unit is allocated to a host, SMI-S provider also adds the access rule to the
StarWind ACL service to permit the connection of the selected host to a target.

General Configuration CHAP Permissions | Access Rights Server Log Events Performance
#  Rule Name Source Destination Interface Action
1 SMI-5_ign.1991-05.com.micros... ign.1991-05.com.microsoftvsan-D2 ravi.local % iqn.2008-08.com.starwindsoftware:vsan-02.ravi.local-test1 All Interfaces o Allow
{{ icy All C i All Targets All Interfaces Qﬁ Allow
B Modify Rule x

Rule Name
MI-5_ign. 1991-05. com.microsoft:vsan-02.ravilocal testi]

Source Destination Interface

LJian. 1931-05.com.microsoft:vsan-02.ravi.local

Add Modify Remove

[#15et to "allow™

Cancel

NOTE: Names of ACL rules created by SMI-S provider always include the prefix SMI-S. It is
not recommended to change these rules or manually delete them from StarWind
Management Console.

Disconnecting Logical Units From Hyper-V Hosts
1. To disconnect logical units, open Properties of a Hyper-V host and click Storage.

2. On the Storage pane, select a disk that needs to be removed and click the Remove
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m waan-02.ravilecal Properties %
General Storage
Status o Add | K Remove
[y = Disk Logical unit: test1
& VW\PHYSICALDRIVED Logical unit ID:  T94A02F388800819
Host Access 2500 GB (676 GB ava..  Aray: StarWind Storage Array - TestStorage
. & WW\PHYSICALDRIVE! Pool name: ConcretePool_TestStorage_Flat

Virtual Machine Paths 40,00 GB {19.77 GB av

T APRYSICALDRVES | Pieaton grou

1 - H
— o JODGEES2GE s | Cassfcaion | GOLD | [Chem ]

m [ i5CS1 Arrays Partition style: GPT
StarWind Storage Arr.,  S1BUS & Online
Virtual Switches 11962 GEB (3 pools) Volumes:
Migration Settings = Fibre Channel Arrays Volume Label | Total Capacity | Mount Points
New Vol 97 GB  FANTIVe 11

E SAS Arrays ew Valume 997GB AN Wolume(c3211093-Oide-.. |
Placement Paths

[= File Shares
Servicing Windows
Host Guardian Service
Custom Properties

button. =™ Cancel 3

Click Yes in the VMM dialog to confirm the disconnection of the selected logical unit. The
logical unit and its data remain untouched, so this device can be connected later.

Virtual Machine Manager

Removing disk \WAPHYSICALDRIVEZ from host vsan-02.ravilocal also
i removes logical unit testl.

The volumes and data contained on the disk will remain unmedified.

Are you sure you want to remove this disk from the host?

Mo |

Deleting Logical Units

NOTE: In order to be deleted, a logical unit should be disconnected from all Hyper-V
hosts. Make sure that the property Assigned has the value No.

1. To delete a logical unit, expand Storage, and right-click Classification and Pools of
the SCVMM 2016 Console.

2. Select a logical unit that needs to be deleted and click Remove on the shortcut menu.
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3.in the VM dialog, click OK to confirm the deletion.

Virtual Machine Manager

This will delete the logical unit test1, permanently deleting any data
stored on the legical unit. Do you want to continue?

Cancel |
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Contacts

US Headquarters EMEA and APAC

+1 617 829 44 95
+1617 507 58 45
+1 866 790 26 46

+44 2037 691 857 (United
Kingdom)

+49 800 100 68 26 (Germany)

+34 629 03 07 17 (Spain and
Portugal)

+33 788 60 30 06 (France)
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Customer Support Portal: https://www.starwind.com/support
Support Forum: https://www.starwind.com/forums
Sales: sales@starwind.com

General Information: info@starwind.com

=< StarW:nd

StarWind Software, Inc. 100 Cummings Center Suite 224-C Beverly MA 01915, USA
www.starwind.com ©2024, StarWind Software Inc. All rights reserved.
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