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INTRODUCTION

Scale-out File Server (SoFS) is a clustered file server that allows keeping server application data on file
shares, making it accessible for end users. A SoFS provides SAN reliability and high availability of shared

data.

StarWind iSCSI SAN ensures simple configuration of highly available shared storage for SoFS and delivers

excellent performance and advanced data protection features.
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CONFIGURING SHARED STORAGE

1. Launch StarWind Management Console by clicking Start -> All Programs -> StarWind Software
-> StarWind -> StarWind Management Console.

Note: The StarWind Console icon appears in the system tray, when the Console is running. To
open StarWind Management Console, double-click the icon or right-click it. Then, select Start
Management Console from the Shortcut menu.

2. From the Console tree, select the server you want to provide with the iSCSI target device.
3. Double-click the host to connect.
4. In the Login dialog that appears specify login and password in the corresponding text fields.

Note: The default login and password are “root” and “starwind”, respectively. You can change
them later.

g;}_') Enter the user name and password ko connect to this server.,

Login: I roak

Password: I sssssnn

™ Save password

(84 I Cancel |

Note: Select the Save password checkbox to save a password.
5. Click OK to continue.
6. Click Add Target on the toolbar.

7. Add Device Wizard appears. Please, follow the wizard's steps to complete creation of a new HA
device.

8. Go to Hard Disk->Advanced Virtual->High Availability Device to select the HA device type.

9. Click Next to continue.
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Add Device Wizard B3

i Mirror (RAID-1) device

Allows creating a mirror {(RAID-1}) of bwa virkual disks. Replication to a remate iSCSI karget
is also available.

i~ Snapshot and CDP device

Allows creating a wirtual disk with support For backup and snapshots, COP {Continuous
Data Prokection).

is High Availahility device
Allows creating an Image File device with HA thigh availability) support.

- Deduplicated disk device
Allows to create deduplicated virtual disk,

= Back I Mext = I Cancel | Help |

10. In the Target Alias and Target Name text fields, specify corresponding information. The name must be
unique. Under this name the device is declared to the iSCSI initiators, connecting to the StarWind Service
over an IP network.

11. Click Next to continue.

Add Device Wizard

Target Alias:
| HAforsOFs

[~ Target Name:
I ign. 2008-08. com.starwindsoftware: 172. 16.0. 41-haforsofs

< Back I MNext = I Cancel | Help |

12. Specify the partner server parameters. Enter the server IP-address in the Host text field, and specify
username and password for the StarWind Service in the corresponding text fields.

13. Click Next to continue.
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Add Device Wizard

Host: | 172.16.0.42 =] port: | 21
Authentication: IBasic j
Username: I root
Password: I [ —

< Back I Mext = I Cancel | Help |

14. In the Partner Target Alias and Partner Target Name text fields specify corresponding information.

15. Click Next to continue.

Add Device Wizard

x

Partner Target Alias:
| HaforsoFSPartrer|

[~ Partner Target Name:

| ign. 2008-08, com. starwindsoftware: 172, 16.0,42-haforsofspariner

< Back I Mext = I Cancel | Help |

16. In the Virtual disk parameters of the current server field and the Virtual disk parameters of the
partner server field specify name and location of HA virtual disks on the current and partner hosts,
respectively. If you want to create new virtual disks, select the Create new checkbox.

17. Click Next to continue.
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Current server virtual disk parameters

I My Computer\E\HAforSOFS.img

Iv Create new

=1

rPartner server virtual disk parameters

I My Computer \D'\HAforSOFSpartner.img

V¥ Create new

Size: I

100 (g8 7|

< Back I Mext = I

Cancel

| Help |

18. Configure the data synchronization and heartbeat channels parameters of the current server.
You can also specify primary or secondary node priority.

19. Click Next to continue.

Add Device Wizard

 Current server parameters

Target Mame:

| ign. 2008-08, com. starwindsoftware: 172, 16,0, 41-haforsofs

[

Priority: IPrimary

¥ Auto synchronization after failure

Select a channel and priority of the synchronization

Interfaces | Sync channel | Heartbeat channel Port |
172.16.0.41 - Ird 3260
1 ~ i

< Back I Mext = I Cancel | Help |

20. Specify synchronization channel parameters of the partner server.

21. Click Next to continue.
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Partner server parameters
Target Mame:

| ign. 2008-08. com. starwindsoftware: 172. 16.0. 42-haforsofspartner

v Auto synchronization after failure

Select a channel and priority of the synchronization

.. ey
172.16.11.42

Sync channel | Heartbeat channel

- 3260 1

< Back I Mext = I Cancel | Help |

22. Specify number of iSCSI sessions in the synchronization channel.

23. Click Next to continue.

x

Use of multiple sessions increases speed of data transfer on fast Ethernet channels (10GigE).

Number of sessions =

< Back I Mext = I Cancel Help

24. Select initialization method of the HA device.

25. Click Next to continue.
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Add Device Wizard

Select initialization method:

o Llear virtual disks (WARNING: All data will be deleted. Device will be accessible after the
initialization process has finished.)

= Synchronize partner server virtual disk with current server disk
" Synchronize current server virtual disk with partner server disk

i Do not synchronize virkual disks

< Back I Mext = I Cancel Help

26. Specify cache parameters of the HA device.
27. Click Next to continue.

Add Device Wizard

%]

Cache: |Write-back caching j

Mazximurn cache size (ME) I 54 _I;
Cache block expiry period in ms: I so0d _l::[

< Back I Mext = I Cancel | Help |

28. Check whether device parameters are correct. Click Back to make any changes.

29. Click Next to continue.
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Add Device Wizard x|
o
=z -
< K. Add Device Wizard
- 1 The following device will be added:
8 HAImage 1
m . ==
Ll _J

‘fou specified the following settings:

Partner Host : 172,16.0.42 rs
Partner Management Port : 3261

Partner Authentication @ Basic

Partner Username : root

Partner Target Mame : ign. 2008-08. com.starwindsoftware: 17
Local Image : My Computer\E\HAforSOFS.img

Create new : Yes

Partner Image : My Computer\D\HAforSOFSpartner.img

Create new : Yes -

1 | »

Click Mext to add new device.

< Back Cancel | Help |

30. Click Finish to close the wizard.

Add Device Wizard |
o

g
i ?. Add Device Wizard

1 The following device was created:

HAImage1

iSCSI SAN

Target name:
iqn. 2008-08, com. starwindsoftware: 172, 16.0.41-haforsofs ;l

To dose this wizard dick Finish,

< Back zance] | Help |

Follow the same procedure to create the second device that will be used as a quorum.
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CONFIGURING CLUSTER SERVERS

Installing Features and File Server Role

To set up cluster servers, you must have configured Active Directory and two servers on the domain.
Moreover, you have to previously enable the Failover Clustering, Multipath 1/O features and the File Server
role on the both servers.

These configurations can be made using Server Manager (in the Features and Roles sections).

1. Launch Server Manager, select the Manage item and click the Add Roles and Features option. Install the
File Server role, Multipath 1/0 and Failover Clustering features by following the wizard’s steps.

Note: Restart the server after installation is completed.

2. Select Role-based or feature-based installation as an installation type and click Next to continue.

e Add Roles and Features Wizard = = -

DESTINATION SERVER

Select installation type WSnode sws.com

Before You Beqin Select the installation type. You can install roles and features on a running physical computer or
= virtual machine, or on an offline virtual hard disk (VHD).
Installation Type

(®) Role-based or feature-based installation

Configure a single server by adding roles, role services, and features.

Server selection

) Remote Desktop Services scenario-based installation
Deploy a Virtual Desktop Infrastructure scenaric or a Session Virtualization scenario.

| < Previous | | Next = | Insta Cancel

3. Select a server from the server pool to install roles and features. Use a filter to find appropriate server.
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=) Add Roles and Features Wizard == -

DESTINATION SERVER

Select destination server s

Select a server or a virtual hard disk on which to install roles and features.

(@) Select a server from the server pool
() Select a virtual hard disk

SERVER POOL

Filtzr:

MName IP Address Operating System

WS58nodel.sws.com 172.16.0.46 Microsoft Windows Server 8 Beta Datacenter (6.2.8)

£ m >

1 Computer(s) found

This page shows servers that are running Windows Server 8 Beta, and that have been added by
using the Add Servers command in Server Manager. Offline servers and newly-added servers from
which data collection is still incomplete are not shown,

< Previous | | MNext > Install Cancel

4, Click Next to continue.
5. In the Roles section, select the File Services and File Server checkboxes.

6. Click Next to continue.

=) Add Roles and Features Wizard == -

DESTINATION SERVER

Select server roles s

Select one or more roles to install on the selected server.

Roles Description
L - File Server manages shared folders
) e T e and enables users to access files
[ DHCP Server on this computer frem the
[ DNS Server network.

Confirmation [ Fax Server
4 [ File And Storage Services (Installed)
4 [V File Services

v
[ BranchCache for Metwork Files
[ Data Deduplication
[ DFS Mamespaces
[~ DFS Replication
[ File Server Resource Manager
[ File Server V&S Agent Service
[ iSCSI Target Server
[ Server for NFS

< Previous | | Next = Install
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7. In the Features section select Failover Clustering and Multipath 1/0 checkboxes.

8. Click Next to continue.

=) Add Roles and Features Wizard == -

DESTINATION SERVER

Se | ECt ]C'E' a_.U re 5 WE8nodel.sws.com

Select one or more features to install on the selected server.

Features Description

o ~ This contains the available User
[ Data Center Bridging Experience and Infrastructure

[~ Enhanced Storage options.

v Failover Clustering

Confirmation

[ Group Policy Management

[ Ink and Handwriting Services

[ Internet Printing Client

[ IP Address Management (IPAM) Server

[ iSCSI Target Storage Provider (VDS and WSS har|
[ iSMNS Server service

[ LPR Port Maonitar

[~ Management OData IS Extension

[ Media Foundation

[ Message Queuing

[+ Multipath 110

< m »

9. Select the checkbox to restart server automatically and click Install. Otherwise, click Install and restart
server manually after the installation is completed.
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=) Add Roles and Features Wizard == -

Confirm installation selections ot na o

WE8nodel.sws.com

To install the following roles, role services, or features on selected server, click Install.

Optional features (such as administration tools) might be displayed on this page because they have
been selected automatically, If you do not want to install these optional features, click Previous to
clear their check boxes.

Confirma Failover Clustering A
File And Storage Services
Filz Services

File Server

Multipath /0
Remaote Server Administration Tools
Feature Administration Tools
Failover Clustering Tocls

Failover Cluster Management Tools

Failover Cluster Medule for Windows PowerShell

Export configuration settings
Specify an alternate source path

< Previous Mext = Install | | Cancel
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Connecting Targets

You will need to connect the previously created disks to all of the servers which will be added to the cluster.
1. Launch Microsoft iSCSI Initiator. The iSCSI Initiator Properties window appears.

2. Navigate to the Discovery tab.

ISCSI Initiator Properties -

| Targets | Discovery |Fav0rite Targets I Yolumes and Devices | RADIUS I Configuration |

Target portals

The system will look For Targets on Following portals:

Address Port Adapter IP address
;1?2.16.0.41 3260 Default Default
172.16.0.42 S260 Default Default

To add a target portal, click Discower Portal. Discover Partal..,
Toremove a targek portal, select the address above and
then click Remawe. =

3. Click Discover Portal. Enter IP address of each StarWind server in the appropriate field of the Discover
Target Portal dialog. Click OK.

iSCSI Initiator Properties 28

| Targets | Discowery |Fav0rite Targets | ‘olumes and Devices I RADILS I Configuration |

Target portals

The system will laok For Targets on Following portals:

Address Part Adapter IP address

To add a target portal, dlick Discover Partal, Discover Portal...

o Discover Target Portal -
Enter the IF address or DNS name and port number of the portal vou
want ko add,

ISk

Tao change the default settings of the discovery of the target portal, click
Th
the Advanced button,

T

IP address or DMNS name: Pork: (Default is 3260.)

| 172.16.0.41] | | 3280 |

advanced, ., oK Cancel
Ta :|

Ta remove an iSMS server, select the server above and
then click Remowve.

Remove

IMore sbout Discovery and iSHS

| QK | | Cancel | Apply

4. Click the Targets tab. The previously created targets are listed in the Discovered Targets section.
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Note: If created targets are not listed, check the firewall settings on the StarWind Server as well as the list
of networks served by the StarWind Server. You can do this by clicking StarWind Management Console -
>Configuration -> Network.

5. Select each of the targets and clicking Connect to add them.

ISCSI Initiator Properties -

Targets |Discovery I Favorite Targets | Wolumes and Devices I RADIUS | Configuration |
Guick Connect

To discover and log on to a target using a basic connection, type the IP address or
DMS name of the target and then click Quick Connect,

Target: | Guick Conneck. ..
Discovered bargets
Mame Status

iqn. 2008-08 . com. skarwindsoftware: 172.16.0.41-haforsofs  Inactive
ign. 2008-08, com, skarwindsoftware: 172,16.0.41-guorum Inactive
ign. 2008-08,com. skarwindsoftware: 172,16.0.42-hafors, .. Inactive
iqn. 2003-08, com, skarwindsoftveare: 172,16.0,42-guorum, .. Inackive

To connect using advanced options, select a target and then
click Connect. =

6. In the Connect to Target dialog that appears select Add this connection to the list of Favorite Targets
and Enable multi-path check boxes. This is necessary to automatically reconnect to the targets upon client
restart. Click OK.

Connect To Target -

Targek name:

| iqn. 2008-08, com. starwindsoftware: 172.16.0.41-haforsof s |

Add this connection to the list of Favarite Targets.

This will make the svstem automatically attempt to restore the
connection every time this computer restarts,

o ][ o

7. Open the MPIO manager by clicking Start -> Administrative Tools -> MPIO.

8. Go to the Discover Multi-Paths tab. Select the Add support for iSCSI devices check box and click Add.
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MPIO Properties -

MPIO Devices | Discover Multi-Paths |DSM Install | Canfiguration Snapshak |

SPC-3 compliant

Device Hardware Id

[v]idd support
Add support For A3 devices

Cthers

Device Hardware Id

Add

More information on discovery of multipathed devices

| oK | | Cancel |

9. When prompted to restart the server, click Yes to proceed. After the server is restarted, initialize the disk
and create partitions, as if it were physical hard drive.

Note: The procedures performed on the first server are automatically shown on the second one.

. Page | 18



=< StarW:nd

Providing HA Shared Storage for Scale-Out File Servers S OFTWARE

Initializing Disks

The StarWind disks must be initialized and formatted, before they can be utilized as cluster disks.
To initialize disks and create partitions:

1. Launch the Computer Management console.

2. Select the Disk Management item.

3. Right-click each disk and select Online Disk to bring it online.

4. Right-click each disk and select Initialize Disk to initialize it. Follow the wizard to initialize disks.

Note: Select MBR (Master Boot Record) as a partition style.

Initialize Disk -

‘You must initizlize a disk before Logical Disk Manager can access it.
Select disks:

[vl: Disk: 1

Disk 2

Use the following partition style for the selected disks:
(®) MER (Master Boot Record)
() GPT (GUID Partition Table)

Mote: The GPT partition style is not recognized by all previous versions of
Windows.

ok || Ccancel

5. Click OK to continue.

The Computer Management console will look as shown in the screenshot below.
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A Computer Management = |a
File Action View Help
- =3
& Computer Management (Local [ Volume [ Layout [ Type [ File System | status [ Capacity | Free space | % Free | Actions
4 [f} System Tools o (C) Simple  Basic  NTFS Hezlthy (Boot, Page File, Crash Dump, Primary Partition) 29,66 GB 20,54 GB 69:,% TR .
b (5) Task Scheduler o System Reserved Simple Basic NTFS Hezlthy (System, Active, Primary Partition) [OMB 119MB 34 %
b [ Event Viewer More Actions »

b @) Shared Folders
b & Local Users and Groups
p (%) Performance
5 Device Manager
4 3 Storage
b Wb Windows Server Backug
=7 Dick Management
+ Services and Applications

4Disk 0 ! ____________________________________________|

M Unallocated Bl Primary partition

To create partitions and format the new disks:

Basic System Reserved (€

30,00 GB 350 MB NTFS 29,66 GB NTFS

Online Healthy (System, Active, Primary Partition) Healthy (Boot, Page File, Crash Dump, Primary Partition)
aDisk 1 I —

Basic

20068 2,00GB

Online Unallocated

CuDisk 2 I —
Basic

100,00 GB 100,00 GB

Online Unallocated

iCD-ROM 0

DVD (D)

No Media

1. Right-click each of the disks in the Computer Management window, and then click New Simple

Volume.

File Action View Help

Computer Management

9| smBER B

2. Follow the

wizard’s instructions to create partitions.

& Computer Management (Local | Volume [ Layout [ Type [ File System | Status | Capacity | Free Space | % Free | Actions
a i} System Tools o (C) Simple Basic NTFS Healthy (Boot, Page File, Crash Dump, Primary Parttion) 256668 205468 69% Disk Management -
b (1) Task Scheduler o System Reserved Simple Basic NTFS Healthy (System, Active, Primary Partition) SOMB 119MB 34%
» ) Event Viewer More Actions »
b @] Shared Folders
b & Local Users and Groups|
b (%) Performance
) Device Manager
4 {23 Storage
b ¥ Windows Server Backug
=9 Disk Management
b Fly Services and Applications
CiDisk 0 I T RSN A SR TS S N R
Basic System Reserved @
30,00 GB 350 ME NTFS 29,66 GB NTFS
Online Healthy (System, Active, Primary Partition) Healthy (Boot, Page File, Crash Dump, Primary Partition)
aDisk 1 [ 2 A s A F == & = = |
Basic
20068
Online Unallocated MNew Simple Volume...
New Spanned Volume...
New Striped Volume.
iDisk 2 N = N B = N _» ¢ - =]
Fasic New Mirrored Volume...
100,00 GB 100,00 GB New RAID-5 Volume...
Online Unallocated
Properties
5 Help
=4CD-ROM 0
DVD (D)
No Media
< (T > || M Unallocated Wl Primary partition
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The Computer Management window will look as shown in the screenshot below.

Computer Management -|a
&
& Computer Management (Local [ Volume [ Layout [ Type [ File System | status [ Capacity | Free space | % Free | Actions
4 [f} System Tools o (C) Simple  Basic  NTFS Hezlthy (Boot, Page File, Crash Dump, Primary Partition) 29,66 GB 20,54 GB 69’/’:‘ TR .
b (5) Task Scheduler CaHAforSOFS (F)  Simple Basic NTFS Hezlthy (Primary Partition) 100,00.. 99,89G8  100%
b 2] Event Viewer s Quorum (E) Simple Basic NTFS Hezlthy (Primary Partition) 200GB 195G 98% More Actions 4
b ] Shared Folders o System Reserved Simple Basic NTFS Hezlthy (System, Active, Primary Partition) [OMB 119MB 34 %

b & Local Users and Groups
) Performance
) Device Manager
4 3 Storage
b Wb Windows Server Backug
=7 Dick Management
% Services and Applications

4Disk 0 ! ____________________________________________|

Basic System Reserved (€
30,00 GB 350 MB NTFS 29,66 GB NTFS
Online Healthy (System, Active, Primary Partition) Healthy (Boot, Page File, Crash Dump, Primary Partition)

CaDisk 1 |
Basic Quorum (E)
2,00 GB 2,00 GB NTFS
Online Healthy (Primary Partition)
CaDisk 2 |
Basic HAforSOFS (F)
1000068 100,00 GE NTFS
Online Healthy (Primary Partition)
iCD-ROM 0
DVD (2)
No Media
< " > || Il Unallocated Wl Primary partition

The same actions need to be made on the other servers, except that creating partitions will no longer be
necessary.

A Computer Management - | -

File Action View Help

'TIE

& Computer Management (Local| [ Volume [ Layout ] Type | File System [ Status [ Capacity | Free Space | % Free | [[Actions

4 {1} System Tools o (C) Simple Basic NTFS Heatny (Bost, Page File Crash Dump, Primany Partbor) 295668 20,5568 70% T et .
b (D) Task Scheduler o HAFOrSOFS (F)  Simple Basic NTFS Healthy (Primary Partition) 100,00.. 99,89GE  100%
b (@ Event Viewer CsQuorum () Simple Basic NTFS Healthy (Primary Partition) 20068 19568 8% More Actions ’
b ] Shared Folders o System Reserved Simple Basic  NTFS Healthy (System, Active, Primary Partition) [OME T9ME M %

b & Local Users and Groups
p () Performance
= Device Manager
4 3 Storage
b W Windows Server Backug
= Disk Management
+ Services and Applications

=

aDisk 0 1

Basic System Reserved (©

30,00 GB 350 MB NTFS 29,66 GB NTFS

Online Healthy (System, Active, Primary Partition) Healthy (Boot, Page File, Crash Dump, Primary Partition)

CaDisk 1 |

Basic Quorum (E)

20068 200 GB NTFS =

Online Healthy (Primary Partition)

CaDisk 2

Basic HAforSOFS ()

100,00 GB 100,00 GB NTFS

Online Healthy (Primary Partition)

CD-ROM 0

DVD (D)

No Media

o

< mn > || l Unallocated Wl Primary partition
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Creating a Cluster

To validate a cluster:

1. Open Server Manager. Select the Failover Cluster Manager item in Tools menu.

i

= Failover Cluster Manager \;li-

Eile  Action  Miew Help

4= =/ (=] @ =

= Failower Cluster Manager Actions

: -
%y Create failover clusters, vaidate hardware for potential ailower clusters, and perform configuration changes Failover Cluster Manager

3G o yout faiever chisters i Validate Configuration...

B Create Cluster..

A Overview B4 Connectta Cluster...

# failover cluster is a set of independent compLters that work tagether to increase the availability of server iew »
roles. The clustered servers [called nodes) are connected by physical cables and by software. If one of the
nodes Falls, ancther node begins to provide services (a process known as failover] 6] Refresh
[E] Properties
4 Clusters
EH Her

4 Management

Ta biegin to use failower clustering, first validate your hardware corfiguration, and then create a cluster, After
these steps a1z complete, pou can manage the chaster. Managing a cluster ¢an include migrating services and
spplications to it from 2 chister running Windows Server 8 Bets, Windows Server 2006 A, or Windows Server
2008,

[ Validate Configuiation.. [ Understanding cluster validation tests
[ Cieate Cluster [ Creating a failover oluster or adding a cluster nade
[ Cannect to Cluster [ Mansaing a failover chuster

[ Migating services and applications fom a cluster

- More Information
|8 Faiover cluster topics on the web
& Ealover cluster communities on the web

|8 Miciosolt support page on the Web

2. Before creating a cluster, you will need to validate your configuration. In the Actions section, click
Validate Configuration to verify whether your servers are suitable for building a cluster. After completion
of validation process you will returned to the Failover Cluster Manager window.

To create a cluster:
1. Click the Create a Cluster item in the Actions section of the Failover Cluster Manger.
2. Specify the servers that will be included into the cluster.

3. Click Next to continue.
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b Create Cluster Wizard

?’.51 Select Servers

Before v'ou Begin

Add the names of all the gervers that you want to have in the cluster. vou must add at least one server.

Access Point for

Adminiztering the
Cluster Enter server name: || | | Browse...
Confirmation Selected servers: WwSBnodel. sws. com
. W5 Bhode2 sws. com
Creating Mew Cluster
Surmmary
< Previous || Mest » | | Cancel

4. Specify the cluster name.

Note: If the cluster servers get IP addresses over DHCP, the cluster gets its

IP address over DHCP as well. If

the IP addresses are set statically, you need to set an IP address for the cluster as well.

5. Click Next to continue.

A Create Cluster Wizard

?151 Access Point for Administering the Cluster

Before 'ou Begin Type the name pou want to uge when administering the cluster.

Select Servers

Cluster Mame: | Cluzted

iﬂ' The MNetBIOS name is limited to 15 characters, all networks were configured automatically.

Canfirmation
Creating Mew Cluster
Networks Address
Surmmary
17216.0.0/22

| < Previous ||

Mest » Cancel

6. Make sure that all of the previously defined options are correct. Click Previous to make any changes.

7. Click Next to continue.
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b Create Cluster Wizard
?%;i Confirmation

Before v'ou Begin

‘f'ou are ready to create a cluster.

Seloct Sarvers The wizard will create your cluster with the following settings:
Access Point for "N
Administering the Cluster: Cluster
Cluster Node: Ws8node2.sws.com
m Node: WS8nodel.sws.com
el e Bl IP Address: 172.16.1.45
Surmmary
W

Add all eligible storage to the cluster.

To continue, click Next.

| < Previous || Mest » || Cancel |

8. The process of creating the cluster begins. As creation of the cluster is completed, read the report.

bt Create Cluster Wizard -

Summary

Before v'ou Beqin You have successfully completed the Create Cluster ‘Wizard.

Select Servers

Access Point for
Administering the

-~

Chster Create Cluster
Confirmation
Creating Mew Cluster Cluster: Cluster

Node: WSBnode2.sws.com

Node: Ws8nodel.sws.com

Quorum: Node and Disk Majority (Cluster Disk 1)

IP Address: 172.16.1.45

£

To wiew the report created by the wizard, click Wiew Feport. Wiew Feport...
To close this wizard, click Finish.

9. Click Finish to close the wizard.
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After these actions, the Failover Cluster Manager window appears.

= Failover Cluster Manager - | d
File  Action
& Failover Cluster Manager | Warmsna 3 | Actions
4 3] Cluster.sws.com L LELER
ot .. | storage -
4[5 Nodes Name Assigned To Owner Node Capacty Information = AddDisk
& WsBnodel 3 Cluster Disk 1 Disk Witness in Quorum WSSnode2 2GB & Move Available Storage 4
3 wssnode2 = = .
[ u ;
i [~ 23 Giusior Disk 2 (@) Oriine Available Storage ViSBnode2 100GB : View »
b |4 Storage e = i
b 3 Networks G Refresh
Cluster Events @ Her
Cluster Disk 2 =

£ 8ring Online
Take Offline
Add to Cluster Shared Volumes

Information Details...

o ®

More Actions »
Remove

Properties

=@ e

Help

v i'i'\ Cluster Disk 2
i*)

Volumes (1)

HAforSOFS (F)

¥ NTFS 93.9 GB fres of 100 GB

Page | 25



=< StarW:nd

Providing HA Shared Storage for Scale-Out File Servers S OFTWARE

CONFIGURING AND MANAGING SCALE-OUT FILE SERVERS

Adding Disks to Cluster Shared Volumes

1. Right-click the disk assigned to Available Storage (see the Assigned To column), and click Add to Cluster
Shared Volumes.

= Failover Cluster Manager - | d

File Action View Help
CENEIEICIE

X Failover Cluster Mansger | Waming 3 | Actions
4 ] Clustersws.com

5 roe St (e + i ~ o) | Storage .
4 [l Nodes Name Status Assigned To Owner Node Capacity Information S Add DEE
H WSBnode! 23 Cluster Disk 1 (@) Online Disk Witness in Quorum WSBnode2 2GB & Move Available Storage 4
) ilwsg”ﬂdfz 3 Cuuster Disk 2 (3 Ooline Availsbie Storage WSBnode2 100GB View 4
b | Storage =
b (53 Networks —1 ) |d] Refresh
Cluster Events  Take Offline B Her
[ Add to Cluster Shared Volumes
& Cluster Disk 2 =
£ 8ring Online
More Actions 3 .
& Take Offline
cx Remove
<& Add to Cluster Shared Volumes
] Properties & Information Detals...
More Actions 3
o Remove
[E] Properties
H Hep

v a;! Cluster Disk 2
i)

Volumes (1)

HAforSOFS (F2)

o .NTFS 99.5 GB free of 100 GB
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2. The disk will be displayed as a CSV at the Failover Cluster Manager window as shown in the screenshot

below.

File Action View Help

Y H=

Failover Cluster Manager

5 Failover Cluster Manager

| Warming: 3 | Actions
4 B Clustersws.cam = :
D S (e < ] o) | Storage
4 (5l Nodes Name Status Assigned To Owner Node Capacity Information 5 Add Disk
E WSBnadel 24 Cluster Disk 1 (@) Oriine Disk Witness in Guorum WSBnode2 2GB &8 Move Available Storage
E Sjm:’a\’;:‘"mz = Cluster Disk 2 &) Oriine Gilster Shared Volume Wtnade2 10068 iew
-]
b (55 Metworks 6 Refresh
Cluster Events H Help

v ;a-'\ Cluster Disk 2
O

Volumes (1)

HAforSCFS (CClusterStorage\Volume )

v CSvrs 99,9 GB free of 100 GB

Cluster Disk 2
#d Bring Online

Take Offline

Information Details...

| Mave

More Actions

Remowe from Cluster Shared Yolumes
Praperties

Help

=@ e
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Configuring Scale-Out File Server Role

To configure Scale-Out File Server role:
1. Launch Failover Cluster Manager.

2. Right-click the Role item and click Configure Role. High Availability Wizard appears.

==

= Failover Cluster Manager - a
Eile Action View Help
«=||z@H 8

& Failover Cluster Manager H | Waming 3 | Actions

4 £3] Cluster.sws.com

o) [Rotes 2
aaN Configure Role... B9 Corfigure Role..

M Status Type Owner Nods Priarty Information

[ Wirtual Machines... » Wirtual Machines... »

g Create Empty Role E: Create Empty Role
b IS o
b N Wiew » Wiew »

o Refresh |6 Refresh
Help H Help
No items found.
v

This action enables you to select a role that you can configure for high availability.

3. Read the Before You Begin page appears. Click Next.

=) High Availability Wizard -

;15,—- Before You Begin

Thig wizard configures high awvailability for a role. After pou successfully complete this wizard, if a clustered
S alect Fola server failz while running the role, anot_her cIu_ster_ed FEIVED auloma_tically beging lun_ning the role [a
process khown ags failover). |f the role itzelf Fails, it can be automatically restarted, either on the same
zerver or on another server in the cluster, depending on options that you specify.

If pou weant to cluster a complex application such as a mail server or database application, see that
application’s documentation far information about the corect way ta install it.

More sbout roles that vou can confiqure for high availability

[] Do nat show this page again

Mext > | | Cancel
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4. On the Select Role page, choose File Server and click Next.

ey

& High Availability Wizard

{"= Select Role
e
Tl

Before You Begin

Select the rale that pou want to configure for high availability:

ko Sienan b 74 DFS Mamespace Server ~ | Description:

) DHCP Server
' Distributed Transaction Coordinator [DTC)

Client Access Faint & File Server provides a central

location an your netwark where fles

Sizlont Slimme are shared for uge by users or by

Confirmation - — applicationz. For mare information,
) . = Genenc Application zee File Server Options for Failowver
Configure High = Generic Script Clusters.
Aovailabiliby ey i A
L Genernic Service
Summary = Hyper Replica Broker
C=iSCS1 Target Server e

More sbout roles that vou cat confiqure for high availability

| < Previous || Mest > || Cancel

5. Select File Server for scale-out application data and click Next.

2,

22 High Availability Wizard

Q‘E:-“I File Server Type
oy

Befare You Begin Select an option for a clustered File Server:

Select Role .
() File Server far general use

1 Type

‘with this option, you can provide a central location on your network where files are shared for use

Clignt Access Point by users, or applications that open and cloze files frequently.

Confirmation This option supparts both the Server Message Block (SMB) and Metwark File System [NF5)
Corfigure High pratocols. It also supports File Server Resource Manager [FSRM], Distributed File System [DFS)
Availability Replication, and other File S ervices role services.

Summary (®) File Server far zcale-out application data

‘With this option, you can provide storage for applications or vitual machines that leave files open
for extended periods of time. Client connections are distributed across nodes for better throughput.

This option supports the 5B protocol. It does not support MFS protocol, or certain role services
such az FSRM or DFS Replication. For mare information, see the link that fallows.

More about clustered file server options

< Previous || Heut » | | Cancel
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6. On the Client Access Point page, in the Name text field type a NETBIOS name that will be used to access
Scale-Out File Server.

7. Click Next to continue.

& High Availability Wizard =

B Client Access Point
&

Before You Begin Type the name that clients will use when accessing this clustered role:

Select Rol
Flect e Mame: S cale-out-FS|

File Server Type

i@:‘The NetBIOS name is limited to 15 characters. All netwarks were configured automatically.
Confirmation

Configure High
Avwailability

Surmmary

| < Previous || Mext > || Cancel

8. On the Confirmation page check the selected settings.

9. Click Next to continue or Previous to make any changes.

& High Availability Wizard =

Q‘E?*I Confirmation
iy

Befare You Begin You are ready to configure high availability for a File Server.

Select Role

File Server Type N
) . Distributed Network I

Client Access Point Mame: Scale-out-F5

Confirmation Subnet: 172.16.0.0

Configure High

Auwailability

Surmmary

To continue, click Next.

< Previous || Mext > || Cancel
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10. Review the information on the Summary page and click Finish.

ey

&) High Availability Wizard =

gf,:ﬁl Summary

Eefore Yau Begin High availability wasz successfully configured for the role.
Select Role
File Server Type
Client Acceszs Point File Server :
Confirmation
Configure High
Va“ab”ilP 3;5::;?"':‘3'1 Network o i out-Fs
Summary Subnet: 172.16.0.0
W

To wiew the report created by the wizard, click Yiew Report. Wiew Fepart...

Ta close this wizard, click Finish.

11. When you are finished, the Failover Cluster Manager window should look as shown in the screenshot
below.

= Failover Cluster Manager - | a

File Action View Help

« 5 ||2[m

B Failover Cluster Marager

: '\ Waming: 4 | Actions
4 5] Cluster.sws.com

= Roles Search v Boles -

= &5 Configure Role..
4 [ Nodes Mame Status Type Owner Node Friority Information orrigure et

| xz:m:ﬁ; 1 scaleoutF5 (@ Runring ScaleOut File Server  WSfinode1 Medium Virtual Machines.. 4

node =
d T4 Create Empty Role
b [ Storage
b 3 Metworks Wiewr 4
Cluster Events @ Refresh
H Hep
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Creating a Continuously Available File Share on a Cluster Shared Volume

To create a continuously available file share on the cluster shared volume:
1. Launch the Failover Cluster Manager.
2. Select the Roles item.

3. Right-click a previously created file server role and select Add Shared Folder.

= Failover Cluster Manager | = o ]

File Action View Help

« =[xz 8=

5 Failover Cluster Manager ’ . 2 © Waming:4 | Actions
4 BF) Cluster.ws.com
. ¢ -
% &g f Role...
4 [l Nodes Mame Status Type Owner Node Priorty Information Canflgure ole.
- wisnodﬂ F: scaleoutFS () B SealsOut Fla Server  WSBnode Medum Virtual Machines... »
3 Ws8node? % [F Create Empty Role
b B Storge § StopRole
b [ Networks - View »
[4) Cluster Events @ Add Shared Folder Gl Refresh
P Move » H Hep
@ Change Startup Priority » S .
1 Add Resource » & Stop Role
BEJ More Actions » @ Add Shared Folder
s Remove B Move 3
[Z] Properties % Change Startup Priority »
@ Information Details
7] Add Resource »
B More Actions »
s Remove
| Properties
B Hep
hd fiISede-ou-FS Preferred Owners: Any node
49
Status: Running
Priority: Medium
‘Owner Node: ‘WS8node1
Distributed Metwork Name: Scale-out-FS
Networks: 17216.00/23
Summary | Resources | Shares
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4. From the list of profiles select SMB Share — Server Application.

4. Click Next.

New Share Wizard -|B -

Select the profile for this share

Profile: Description:
Share Location SMB Share - Basic Uses the SMB protocol to provide access to files and
R data on server applications.

SME Share - Advanced

MNFS Share - Basic

NFS Share - Advanced

:SMB Share - Server Application

5. Select a CSV volume to host the share.

6. Click Next.

New Share Wizard =-|B -

Select the server and path for this share

Selact Profile Server:
Server Name Status Cluster Role Owner Node
Scale-out-FS Cnline Scale-Out Clus...

Share Name

Share location:
® Select by volume:
Valume Free Space Capacity = File System

CA\ClusterStoragelVolumel 99.9GE 100.0 GE CSVFS

The shared folder will be a new folder in the \Shares directory on the selected volume

Type a custom path:

< Previous | | Mext = Create
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7. Enter a share name and verify the path to the share.

8. Click Next.

= New Share Wizard -[olx]
Specify share name

Profilz Share name: CA- Sharel

e Location

Share description:

Local path to share:
CiAClusterStorage\Volurme 1\Shares\CA-Share
0 If the folder does not exist, the folder is created.

Bemate path to share:

YWScale-out-FS\CA-Share

| < Previous | | Mext = | Create

9. Ensure the Enable Continuous Availability checkbox is selected.

10. Click Next.

New Share Wizard =-|B -

Configure share settings

[ Enable access based enumeration

Access-based enumeration displays only the files and folders that a user has permissions to
access. If a user does not have Read (or equivalent) permissions far a folder, Windows hides the
folder from the user’s view.

Other Seftings [w] Enable continuous availability

Perm

Continuous availability features track file operations an a highly available file share so that
clients can failover to another node of the cluster without interruption.

Learn more about Services for Continucusly Available File Shares
[ Allow caching of share

Caching makes the contents of the share available to offline users, If the BranchCache feature is
installed, you have the option to configure the share to use BranchCache,

Enable Branch Cache on the file share

BranchCache enables computers in a branch office to cache files downloaded from this
share, and then allows the files to be securely available to other computers in the branch.
Learn more about configuring SMB cache settings
[] Encrypt data access
When enabled, remote file access to this share will be encrypted. This will secure the data

against unauthorized access while it is getting transferred to/from the share, If this box is
checked and grayed out, encryption has been turned on for the entire server by the

< Previous | | Mext = Create
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11. On the Specify permissions to control access page, click Customize permissions and grant the following
permissions:

e If you are using this Scale-Out File Server file share for Hyper-V, all Hyper-V computer accounts, the
SYSTEM account, and all Hyper-V administrators must be granted full control on the share and the
file system.

e If you are using Scale-Out File Server on Microsoft SQL Server, the SQL Server service account must
be granted full control on the share and the file system.

12. Click Next to continue.

= New Share Wizard = [ -

Specify permissions to control access

Selact Frofila If this share will be used far Hyper-V, you may need to enable constrained delegation to enable
remote management of the Hyper-V host.

Share Location oy 2 - c . 2 c
For more information refer to the constrained validation help topic.

Share Name
Permissions to access the files on a share are set using a combination of folder permissions, share
permissions, and, optionally, a central access policy.

Other

Share permissions: Everyone Full Control

Folder permissions:

Type Principal Access Applizs Ta
Allow BUILTINWUsers Special This folder and subfolders
Allow BUILTINWUsers Read & execute This folder, subfolders, and fi
Allow CREATOR OWNER Full Control Subfalders and files only
Allow NT AUTHORITY\SYSTEM Full Control This folder, subfolders, and fi
Allow BUILTINVAdministrators Full Control This folder, subfolders, and fi
Allow BUILTINVAdministrators Full Control This folder only

{ n H

Customize permissions... |

[ < Previous | | Mext = Create

. Page | 35




=< StarW:nd

Providing HA Shared Storage for Scale-Out File Servers S OFTWARE

13. On the Confirm selections page review the settings and click Create. To make any changes, click
Previous.

New Share Wizard -[ax]

Confirm selections

Select Profile Confirm that the following are the correct settings, and then click Create.
Share Location

SHARE LOCATION
Eharelilame Server: Scale-out-FS
Other settings Cluster rale: Scale-Out Cluster
Permissions Local path ChClusterStorage\Wolume1\Shares\CA-Share
Ceitmetizr SHARE PROPERTIES

CA-Share

SME

Disabled
Caching Disabled
BranchCache: Disabled
Continuous availability: Enabled

Mext = Create | | Cancel

[
W

14. Review results on the last page and click Close.

New Share Wizard =1 [I=] -

View results
The share was successfully created.
Task Progress Status
Create SMB share I cornpleted
Set SME permissions _ Completed
Results

< Previous MNext = Cancel

. Page | 36




=< StarW:nd

Providing HA Shared Storage for Scale-Out File Servers S OFTWARE

The Failover Cluster Manager should look as shown in the screenshot below.

= Failover Cluster Manager - | d
File
L L J

& Failover Cluster Manager

| Waming 4 | Actions
s 3] Cluster.sws.com

2 Roles Search Roles -

! B Configure Role..
4 [ Nodes Name Status Type Owner Node Priorty Information - 9
5 wsenode!

S e F scaleoutFS ® Runring ScaleOut File Server  WS8node1 Medium Wirtual Machings... »
3 Sjturagem ’ [E Create Empty Role
=

b (55 Networks Wiew e
Cluster Events a| Refresh

H Hep

Scale-out-F5 =

% StartRole
% StopRole

Add Shared Folder

Mave 3
Change Startup Priarity 3
Infarmation Details...

Add Resource 3
Mare Actians »

FEFRCEE

Remave

Properties

B e

Help

Preferred Owners: Any node

Name Path Protocol Continuous Availabilty ~ Remarks
i J Clu C:\ClusterStoragt Smb No Cluster Shared Volumes Defautt Share
4 CA-Share C:\ClusterStorage’\Volume 1%Shares\CA-Share Smb Yes

Summary | Resources | Shares
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CONTACTS
Customer Support Portal: http://www.starwindsoftware.com/support
Support Forum: http://www.starwindsoftware.com/forums
Sales: sales@starwindsoftware.com
Sales (Germany): vschmidberger@starwindsoftware.com
General Information: info@starwindsoftware.com
US Headquarters
Phone: 1-617-449-7717
Fax: 1-617-507-5845
EMEA and APAC
Phone: +44-0-2071936727
+44-0-2071936350
+33-0-977197857 (French)
Voice Mail: 1-866-790-2646
Germany Monikastr. 13
53757 Sankt Augustin
Phone: +49-1715109103

StarWind Software Inc.
40 Mall Rd., Burlington,
MA 01803, USA
www.starwindsoftware.com
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